Q1. Decision Networks

After years of battles between the ghosts and Pacman, the ghosts challenge Pacman to a winner-take-all showdown, and the game is a coin flip. Pacman has a decision to make: whether to accept the challenge (accept) or decline (decline). If the coin comes out heads (+h) Pacman wins. If the coin comes out tails (−h), the ghosts win. No matter what decision Pacman makes, the outcome of the coin is revealed.

(a) Maximum Expected Utility

Compute the following quantities:

\[
EU(accept) =
\]

\[
EU(decline) =
\]

\[
MEU(\{\}) =
\]

Action that achieves MEU(\{\}) =
(b) **VPI relationships** When deciding whether to accept the winner-take-all coin flip, Pacman can consult a few fortune tellers that he knows. There are \( N \) fortune tellers, and each one provides a prediction \( O_n \) for \( H \).

For each of the questions below, select all of the VPI relations that are guaranteed to be true, or select *None of the above*.

(i) In this situation, the fortune tellers give perfect predictions. Specifically, \( P(O_n = +h \mid H = +h) = 1, P(O_n = -h \mid H = -h) = 1, \) for all \( n \) from 1 to \( N \).

\[
\begin{align*}
&\text{VPI}(O_1, O_2) \geq \text{VPI}(O_1) + \text{VPI}(O_2) \\
&\text{VPI}(O_i) = \text{VPI}(O_j) \text{ where } i \neq j \\
&\text{VPI}(O_3 \mid O_2, O_1) > \text{VPI}(O_2 \mid O_1). \\
&\text{VPI}(H) > \text{VPI}(O_1, O_2, \ldots, O_N) \\
&\text{None of the above.}
\end{align*}
\]

(ii) In another situation, the fortune tellers are pretty good, but not perfect. Specifically, \( P(O_n = +h \mid H = +h) = 0.8, P(O_n = -h \mid H = -h) = 0.5, \) for all \( n \) from 1 to \( N \).

\[
\begin{align*}
&\text{VPI}(O_1, O_2) \geq \text{VPI}(O_1) + \text{VPI}(O_2) \\
&\text{VPI}(O_i) = \text{VPI}(O_j) \text{ where } i \neq j \\
&\text{VPI}(O_3 \mid O_2, O_1) > \text{VPI}(O_2 \mid O_1). \\
&\text{VPI}(H) > \text{VPI}(O_1, O_2, \ldots, O_N) \\
&\text{None of the above.}
\end{align*}
\]

(iii) In a third situation, each fortune teller’s prediction is affected by their mood. If the fortune teller is in a good mood \((+m)\), then that fortune teller’s prediction is guaranteed to be correct. If the fortune teller is in a bad mood \((-m)\), then that teller’s prediction is guaranteed to be incorrect. Each fortune teller is happy with probability \( P(M_n = +m) = 0.8 \).

\[
\begin{align*}
&\text{VPI}(M_1) > 0 \\
&\forall i \text{ VPI}(M_i \mid O_i) > 0 \\
&\text{VPI}(M_1, M_2, \ldots, M_N) > \text{VPI}(M_1) \\
&\forall i \text{ VPI}(H) = \text{VPI}(M_i, O_i) \\
&\text{None of the above.}
\end{align*}
\]
Q2. Probability and Decision Networks

The new Josh Bond Movie ($M$), Skyrise, is premiering later this week. Skyrise will either be great ($+m$) or horrendous ($-m$); there are no other possible outcomes for its quality. Since you are going to watch the movie no matter what, your primary choice is between going to the theater ($theater$) or renting ($rent$) the movie later. Your utility of enjoyment is only affected by these two variables as shown below:

\[
\begin{array}{c|c|c|c|c}
    M & P(M) & U(M,A) \\
    +m & 0.5 & +m \text{ theater} & 100 \\
    -m & 0.5 & -m \text{ theater} & 10 \\
    +m & & +m \text{ rent} & 80 \\
    -m & & -m \text{ rent} & 40 \\
\end{array}
\]

(a) Maximum Expected Utility

Compute the following quantities:

\[
EU(\text{theater}) = 
\]

\[
EU(\text{rent}) = 
\]

\[
MEU(\{\}) = 
\]

Which action achieves $MEU(\{\}) =$
(b) Fish and Chips

Skyrise is being released two weeks earlier in the U.K. than the U.S., which gives you the perfect opportunity to predict the movie’s quality. Unfortunately, you don’t have access to many sources of information in the U.K., so a little creativity is in order.

You realize that a reasonable assumption to make is that if the movie \( M \) is great, citizens in the U.K. will celebrate by eating fish and chips \( F \). Unfortunately the consumption of fish and chips is also affected by a possible food shortage \( S \), as denoted in the below diagram.

![Diagram of variables: S, M, F, A, U]

The consumption of fish and chips \( F \) and the food shortage \( S \) are both binary variables. The relevant conditional probability tables are listed below:

| \( S \) | \( M \) | \( F \) | \( P(F|S,M) \) |
|---|---|---|---|
| +s | +m | +f | 0.6 |
| +s | +m | -f | 0.4 |
| +s | -m | +f | 0.0 |
| +s | -m | -f | 1.0 |

| \( S \) | \( M \) | \( F \) | \( P(F|S,M) \) |
|---|---|---|---|
| -s | +m | +f | 1.0 |
| -s | +m | -f | 0.0 |
| -s | -m | +f | 0.3 |
| -s | -m | -f | 0.7 |

<table>
<thead>
<tr>
<th>( S )</th>
<th>( P(S) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>+s</td>
<td>0.2</td>
</tr>
<tr>
<td>-s</td>
<td>0.8</td>
</tr>
</tbody>
</table>

You are interested in the value of revealing the food shortage node \( S \). Answer the following queries:

\[ EU(\text{theater}|+s) = \]

\[ EU(\text{rent}|+s) = \]

\[ MEU(\{+s\}) = \]

Optimal Action Under \( \{+s\} = \)

\[ MEU(\{-s\}) = \]

Optimal Action Under \( \{-s\} = \)

\[ VPI(S) = \]
(e) Greasy Waters

You are no longer concerned with the food shortage variable. Instead, you realize that you can determine whether the runoff waters are greasy \( G \) in the U.K., which is a variable that indicates whether or not fish and chips have been consumed. The prior on \( M \) and utility tables are unchanged. Given this different model of the problem:

![Decision network]

| \( G \) | \( F \) | \( P(G|F) \) |
|--------|--------|--------------|
| +g     | +f     | 0.8          |
| -g     | +f     | 0.2          |
| +g     | -f     | 0.3          |
| -g     | -f     | 0.7          |

![Tables that define the model]

| \( F \) | \( M \) | \( P(F|M) \) |
|--------|--------|--------------|
| +f     | +m     | 0.92         |
| -f     | +m     | 0.08         |
| +f     | -m     | 0.24         |
| -f     | -m     | 0.76         |

Answer the following queries:

\[ M\text{EU}(+g) = \]

\[ M\text{EU}(-g) = \]

\[ VPI(G) = \]
(d) VPI Comparisons

We consider the shortage variable \( S \) again, resulting in the decision network shown below. The (conditional) probability tables for \( P(S) \), \( P(M) \), \( P(F|S, M) \) and \( P(G|F) \) are the ones provided above. The utility function is still the one shown in part (a). Circle all statements that are true, and provide a brief justification (no credit without justification).

(i) \( VPI(S) \):

\[
VPI(S) < 0 \quad VPI(S) = 0 \quad VPI(S) > 0 \quad VPI(S) = VPI(F) \quad VPI(S) = VPI(G)
\]

Justify:

(ii) \( VPI(S|G) \):

\[
VPI(S|G) < 0 \quad VPI(S|G) = 0 \quad VPI(S|G) > 0 \quad VPI(S|G) = VPI(F) \quad VPI(S|G) = VPI(G)
\]

Justify:

(iii) \( VPI(G|F) \):

\[
VPI(G|F) < 0 \quad VPI(G|F) = 0 \quad VPI(G|F) > 0 \quad VPI(G|F) = VPI(F) \quad VPI(G|F) = VPI(G)
\]

Justify:

(iv) \( VPI(G) \):

\[
VPI(G) = 0 \quad VPI(G) > 0 \quad VPI(G) > VPI(F) \quad VPI(G) < VPI(F) \quad VPI(G) = VPI(F)
\]

Justify: