Machine Learning

In the previous few notes of this course, we’ve learned about various types of models that help us reason under uncertainty. Until now, we’ve assumed that the probabilistic models we’ve worked with can be taken for granted, and the methods by which the underlying probability tables we worked with were generated have been abstracted away. We’ll begin to break down this abstraction barrier as we delve into our discussion of machine learning, a broad field of computer science that deals with constructing and/or learning the parameters of a specified model given some data.

There are many machine learning algorithms which deal with many different types of problems and different types of data, classified according to the tasks they hope to accomplish and the types of data that they work with. Two primary subgroups of machine learning algorithms are supervised learning algorithms and unsupervised learning algorithms. Supervised learning algorithms infer a relationship between input data and corresponding output data in order to predict outputs for new, previously unseen input data. Unsupervised learning algorithms, on the other hand, have input data that doesn’t have any corresponding output data and so deal with recognizing inherent structure between or within datapoints and grouping and/or processing them accordingly. In this class, the algorithms we’ll discuss will be limited to supervised learning tasks.

Once you have a dataset that you’re ready to learn with, the machine learning process usually involves splitting your dataset into three distinct subsets. The first, training data, is used to actually generate a model mapping inputs to outputs. Then, validation data (also known as hold-out or development data) is used to measure your model’s performance by making predictions on inputs and generating an accuracy score. If your model doesn’t perform as well as you’d like it to, it’s always okay to go back and train again, either by adjusting special model-specific values called hyperparameters or by using a different learning algorithm altogether until you’re satisfied with your results. Finally, use your model to make predictions on the third and final subset of your data, the test set. The test set is the portion of your data that’s never seen by your agent until the very end of development, and is the equivalent of a "final exam" to gauge performance on real-world data.
In what follows we will be covering some common machine learning algorithms, such as Decision Trees, Linear Regression, Logistic Regression, the Perceptron algorithm and the Naive Bayes Classifier.

**Decision Trees**

Decision trees are some of the most simple yet useful machine learning tools and are part of the nonlinear classifiers. A decision tree takes as input a feature vector and it outputs a decision (prediction), which could be either categorical (label) or numerical. Let’s look at an example from the textbook to help us clarify some concepts. Assume we have the following restaurant dataset:

<table>
<thead>
<tr>
<th>Example</th>
<th>Input Attributes</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>Yes No No Yes Some</td>
<td>y₁  = Yes</td>
</tr>
<tr>
<td>x₂</td>
<td>Yes No No Yes Full</td>
<td>y₂  = No</td>
</tr>
<tr>
<td>x₃</td>
<td>No Yes No No Some</td>
<td>y₃  = Yes</td>
</tr>
<tr>
<td>x₄</td>
<td>Yes No Yes Yes Full</td>
<td>y₄  = Yes</td>
</tr>
<tr>
<td>x₅</td>
<td>Yes No Yes No Full</td>
<td>y₅  = No</td>
</tr>
<tr>
<td>x₆</td>
<td>No Yes No Yes Some</td>
<td>y₆  = Yes</td>
</tr>
<tr>
<td>x₇</td>
<td>No Yes No No None</td>
<td>y₇  = No</td>
</tr>
<tr>
<td>x₈</td>
<td>No No No No Some</td>
<td>y₈  = Yes</td>
</tr>
<tr>
<td>x₉</td>
<td>No Yes Yes No Full</td>
<td>y₉  = No</td>
</tr>
<tr>
<td>x₁₀</td>
<td>Yes Yes Yes Yes Full</td>
<td>y₁₀ = No</td>
</tr>
<tr>
<td>x₁₁</td>
<td>No No No No None</td>
<td>y₁₁ = No</td>
</tr>
<tr>
<td>x₁₂</td>
<td>Yes Yes Yes Yes Full</td>
<td>y₁₂ = Yes</td>
</tr>
</tbody>
</table>

This is a classification dataset as the outputs \( y_i \) are labels that take the value \( \text{yes} \) or \( \text{no} \) depending on whether we will wait or not for a table in a restaurant. The inputs in the model are features like Alternate (whether there is an alternative restaurant), Bar (whether the restaurant has a bar area to wait in), Fri (denoting whether it is Friday), Hun (whether the person is hungry or not), Patrons (how many people are in the restaurant), Price (restaurant price range), Raining (if it is raining), Reservation (whether we made a reservation or not), Type (type of restaurant) and WaitEstimate (time we estimate we will have to wait). There are in total 12 data points to train a decision tree classifier. As a side note, in most machine learning algorithms we must convert the categorical labels into integer values. For instance we would have to convert the \( y = \text{yes} \) and \( y = \text{no} \) labels to \( y = 1 \) and \( y = 0 \) respectively.

The Decision Tree algorithm is simple intuitively. First it chooses one feature according to which it splits the data at the first node. For example if we choose the Rain feature, and we split the data with respect to that, then we will obtain two subsets of data points in which the first one (first node) will contain the points \( x₁, x₂, x₃, x₅, x₁₀, x₁₁, x₁₂ \) corresponding to the \( \text{no} \) value of the Rain feature and the rest of the data will be in the other subset (second node) corresponding to the \( \text{yes} \) value. If the feature can take more than two values, like the Type feature which can take 4 possible values, then we would split the data into 4 subsets. After splitting the data using the Rain feature, we would then proceed to choose a second feature to split the nodes that we created in the first split and we would continue this process until we have exhausted all the features or there are no more data points in the nodes or the data points in each node have the same label.

The main concept that is left for us to specify is how we choose the next feature to split on. Choosing features optimally so that we obtain the smallest possible tree is an intractable problem, thus we choose a greedy approach that aims to minimize the depth of the final decision tree. The greedy approach chooses each time the feature that will lead to the best possible split each time. For example in binary classification,
a good feature is the one that will create nodes where 0-labeled and 1-labeled data points are separated into two nodes as cleanly as possible.

To quantify precisely which feature makes for a good split, we will use the notion of **entropy**, which plays a fundamental role in information theory. The entropy of a random variable $V$ that takes values $v_k$ is defined as follows

$$H(V) = \sum_k P(v_k) \log_2 \frac{1}{P(v_k)} = -\sum_k P(v_k) \log_2 P(v_k).$$

Note that we use the base 2 logarithm as it is associated with how many bits we require to capture certain information. The higher the entropy of a random variable the higher the uncertainty about that variable.

For example assume we have a coin $V_1$ that always comes up heads. The entropy of this is $H(V_1) = 0$ which intuitively means that there is no uncertainty. If we had a fair coin $V_2$ then the entropy would be $H(V_2) = -0.5 \log_2 0.5 - 0.5 \log_2 0.5 = 1$, i.e. there is more uncertainty. We denote the entropy for a binary variable that takes the value 0 with probability $1-q$ as follows:

$$B(q) = -q \log_2 q - (1-q) \log_2 (1-q).$$

Using the entropy, we will define the notion of **Information Gain** which is the criterion that will be used to choose “good” features to split the data. The information gain of a feature captures how much information we gain by splitting our data using that feature. To understand this concretely, lets look at another example. Assume we have already performed a few node splits on our original restaurant dataset and we would like to further split a subset using the Type feature, which can take 5 distinct values. So the data points of that node will be split into 5 nodes which we will call $E_1, E_2, E_3, E_4, E_5$. Each of those nodes $E_k$ will have $p_k$ positive data points ($y$=yes) and $n_k$ negative ones ($y$=no). Furthermore, let $p$ and $n$ denote the number of positive and negative points of the original node before the split. Then the information gain of the feature Type is defined as follows

$$Gain(\text{Type}) = B \left( \frac{p}{p+n} \right) - \sum_{k=1}^5 \frac{p_k + n_k}{p+n} B \left( \frac{p_k}{p_k + n_k} \right).$$

In general, if the feature can take $K$ distinct values then the expression of the gain is given by:

$$Gain(\text{Type}) = B \left( \frac{p}{p+n} \right) - \sum_{k=1}^K \frac{p_k + n_k}{p+n} B \left( \frac{p_k}{p_k + n_k} \right).$$

From the gain expression we see that if the entropy after the split decreases substantially, i.e. the uncertainty decreases, then the gain is high. This is how we will quantify how good a feature is to split the data.

Having defined the information gain criterion, we can create a function called **IMPORTANCE** that returns the information gain by splitting the data with a specific feature. The pseudocode of the Decision Tree algorithm is the following:
The PLURALITY-VALUE in the code above means that we label using the majority rule, breaking ties arbitrarily. For example, assume that in one node we have three data points with labels 0, 0 and 1 and there are no more attributes left to split the data. If by predicting the label of a new test data point we end up in that node, then the label the algorithm would return is that of 0, since 0 was the most common label of the training points in that node.

Using the DECISION-TREE-LEARNING algorithm on our original dataset we obtain the following decision tree:

The first attribute the algorithm chose using the information gain criterion was Patrons, which can take three values and thus leads to three nodes. The first two nodes only contain \( y = 0 \) and \( y = 1 \) labels; hence they require no further splitting. The third node is further split using the Hungry feature and then finally the Type and the Friday features are used to complete the splitting. After that all nodes contain data points of the same label.

So after training the decision tree, we are ready to classify a new test data point. For this new data point, we first use the value of the Patrons feature and if the value is None or Some then we output the label no and yes respectively. If on the other hand the value is Full, then we use the feature Hungry to split the point and so on until we reach a leaf node. We output the label of the leaf node as the prediction for the label of the new test data point.

Decision trees, as most machine learning algorithms, are susceptible to over-fitting. Consider for example a
case where we want to predict whether the roll of a six sided die is 6 or not. If the die is fair then the correct
tree structure is one node that predicts no. Assume that the features are the weight of the die and its color.
If in our dataset we only had 2 examples of a blue die, weighing 100 grams, that came up both times with
a 6, then the tree would always predict yes for a die of color blue and weight 100 grams. Of course this is
not the correct label as the tree is over-fitting our data. To alleviate that, we can use tree pruning. In tree
pruning we first create the full tree as given by the decision tree algorithm and then, starting from nodes that
have only leaf descendants, we perform statistical tests (for example $\chi^2$ test) to determine the importance of
those nodes in our classification task. If they are deemed unimportant, we replace them with a leaf node. We
continue this process until either all nodes with only leaf descendants have been pruned or they have been
considered significant via a statistical test.

As a last note, although in this course we are mainly using decision trees for classification in which the
outputs are categorical, this method can also be extended to continuous outputs. These trees are called
regression trees.

Regression

Linear Regression

Now we move form decision trees which are nonlinear classifiers to Linear Regression, which as the
name suggest is a linear classifier. Linear regression, also called least squares, dates all the way back to
Carl Friedrich Gauss and is one of the most studied tools in machine learning and econometrics. In linear
regression we assume that the output is a continuous variable and is also denoted with $y$ and the features
can be either continuous or categorical and we will denote a o f features with $x \in \mathbb{R}^n$ for $n$ features, i.e.$x = (x_1, \ldots, x_n)$. We use the following linear model to predict the output:

$$h_w(x) = w_0 + w_1 x_1 + \cdots + w_n x_n$$

where the weights $w_i$ of the linear model are what we want to estimate. The weight $w_0$ corresponds to the
intercept of the model. Sometimes in literature we add a 1 on the feature vector $x$ so that we can write the
linear model as $w^T x$ where now $x \in \mathbb{R}^{n+1}$. To train the model, we need a metric of how well our model
predicts the output. For that we will use the $L2$ loss function which penalizes the difference of the predicted
from the actual output using the $L2$ norm. If our training dataset has $N$ data points then the loss function is
defined as follows:

$$\text{Loss}(h_w) = \frac{1}{2} \sum_{j=1}^{N} L2(y_j, h_w(x_j)) = \frac{1}{2} \sum_{j=1}^{N} (y_j - h_w(x_j))^2 = \frac{1}{2} \| y - Xw \|_2^2$$

Note that $x_j$ corresponds to the $j$th data point $x_j \in \mathbb{R}^n$. The term $\frac{1}{2}$ is just added to simplify the expressions
of the closed form solution. The last expression is an equivalent formulation of the loss function which makes the least square derivation easier. The quantities $y, X$ and $w$ are defined as follows:

$$y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_N \end{bmatrix}, \quad X = \begin{bmatrix} 1 & x_1^1 & \cdots & x_1^N \\ 1 & x_2^1 & \cdots & x_2^N \\ \vdots & \vdots & \ddots & \vdots \\ 1 & x_N^1 & \cdots & x_N^N \end{bmatrix}, \quad w = \begin{bmatrix} w_0 \\ w_1 \\ \vdots \\ w_n \end{bmatrix},$$
where \( \mathbf{y} \) is the vector of the stacked outputs, \( \mathbf{X} \) is the matrix of the feature vectors where \( x^j_i \) denotes the \( i \)th component of the \( j \)th data point. The least squares solution denoted with \( \mathbf{\hat{w}} \) can now be derived using basic linear algebra rules. More specifically, we will find the \( \mathbf{\hat{w}} \) that minimizes the loss function by differentiating the loss function and setting the derivative equal to zero.

\[
\frac{1}{2} \| \mathbf{y} - \mathbf{Xw} \|_2^2 = \frac{1}{2} (\mathbf{y}^T \mathbf{y} - \mathbf{y}^T \mathbf{Xw} - \mathbf{w}^T \mathbf{X}^T \mathbf{y} + \mathbf{w}^T \mathbf{X}^T \mathbf{Xw})
\]

\[
= \frac{1}{2} (\mathbf{y}^T \mathbf{y} - 2\mathbf{w}^T \mathbf{X}^T \mathbf{y} + \mathbf{w}^T \mathbf{X}^T \mathbf{Xw}) = -\mathbf{X}^T \mathbf{y} + \mathbf{X}^T \mathbf{Xw}.
\]

Setting the gradient equal to zero we obtain:

\[-\mathbf{X}^T \mathbf{y} + \mathbf{X}^T \mathbf{Xw} = 0 \Rightarrow \mathbf{\hat{w}} = (\mathbf{X}^T \mathbf{X})^{-1} \mathbf{X}^T \mathbf{y}.
\]

Having obtained the estimated vector of weights we can now make a prediction on new unseen test data points as follows:

\[ h_{\mathbf{w}}(\mathbf{x}) = \mathbf{\hat{w}}^T \mathbf{x}. \]

Linear regression has a celebrated closed form solution. However, we could have also chosen to solve for the optimal weights by running gradient descent which would like like this:

Randomly initialize \( \mathbf{w} \)

\[ \text{while } \mathbf{w} \text{ not converged do} \]

\[ \quad \text{for each } w_i \text{ in } \mathbf{w} \text{ do} \]

\[ \quad \quad w_i \leftarrow w_i - \alpha \frac{\partial}{\partial w_i} \text{Loss}(h_{\mathbf{w}}) \]

\[ \quad \text{end} \]

\[ \text{end} \]

**Algorithm 1: Least squares gradient descent**

where \( \alpha \) denotes the learning rate. It is a good exercise to create a linear regression problem and confirm that the closed form solution is the same as the converged solution you obtain from gradient descent.

**Logistic Regression**

Linear regression assumes that the output in a numeric value. If the output is a label however, i.e. a categorical variable, then we can use an extension of linear regression called **logistic regression**. Logistic regression is very similar to linear regression with the only difference being that the function \( h \) is no longer linear but the logistic function:

\[ h_{\mathbf{w}}(\mathbf{x}) = \frac{1}{1 + e^{-\mathbf{w}^T \mathbf{x}}}. \]

The logistic function \( g(z) = 1/(1 + e^{-z}) \) is frequently used to model binary outputs as the output of the function takes values between 0 and 1 as it can be seen from the following figure:

\footnote{For matrix algebra rules you can refer to The Matrix Cookbook.}
Intuitively the logistic function models the probability of a data point belonging in class with label 1. The loss function for logistic regression is again the $L^2$ loss $Loss(w) = \frac{1}{2}(y - h_w(x))^2$. Since a closed form solution is not possible for the logistic regression we estimate the unknown weights $w$ via gradient descent. For that we need to compute the gradient of the loss function using the chain rule of differentiation. The gradient of the loss function with respect to the weight of coordinate $i$ is given by:

$$\frac{\partial}{\partial w_i} \frac{1}{2}(y - h_w(x))^2 = (y - h_w(x)) \frac{\partial}{\partial w_i} (y - h_w(x)) = -(y - h_w(x)) h_w(x)(1 - h_w(x)) x_i,$$

where we used the fact that the gradient of the logistic function $g(z) = \frac{1}{1 + e^{-z}}$ satisfies $g'(z) = g(z)(1 - g(z))$.

After estimating the weights using gradient descent then we predict the label of a new data point by first computing the logistic function using the estimated weight vector as follows:

$$h_{\hat{w}}(x) = \frac{1}{1 + e^{-\hat{w}x}},$$

and then if $h_{\hat{w}}(x) > 0.5$ we classify the output with label 1 and label 0 otherwise.

**Perceptron**

**Linear Classifiers**

The core idea behind Naive Bayes is to extract certain attributes of the training data called features and then estimate the probability of a label given the features: $P(y|f_1, f_2, ..., f_n)$. Thus, given a new data point, we can then extract the corresponding features, and classify the new data point with the label with the highest probability given the features. This all, however, this requires us to estimate distributions, which we did with MLE. What if instead we decided not to estimate the probability distribution? Let's start by looking at a simple linear classifier, which we can use for binary classification, which is when the label has two possibilities, positive or negative.
The basic idea of a **linear classifier** is to do classification using a linear combination of the features—a value which we call the **activation**. Concretely, the activation function takes in a data point, multiplies each feature of our data point, \( f_i(x) \), by a corresponding weight, \( w_i \), and outputs the sum of all the resulting values. In vector form, we can also write this as a dot product of our weights as a vector, \( w \), and our featurized data point as a vector \( f(x) \):

\[
\text{activation}_w(x) = h_w(x) = \sum_i w_i f_i(x) = w^T f(x) = w \cdot f(x)
\]

How does one do classification using the activation? For binary classification, when the activation of a data point is positive, we classify that data point with the positive label, and if it is negative, we classify with the negative label.

\[
\text{classify}(x) = \begin{cases} 
+ & \text{if } h_w(x) > 0 \\
- & \text{if } h_w(x) < 0 
\end{cases}
\]

To understand this geometrically, let us reexamine the vectorized activation function. Using the Law of Cosines, we can rewrite the dot product as follows, where \( \| \cdot \| \) is the magnitude operator and \( \theta \) is the angle between \( w \) and \( f(x) \):

\[
h_w(x) = w \cdot f(x) = \|w\| \|f(x)\| \cos(\theta)
\]

Since magnitudes are always non-negative, and our classification rule looks at the sign of the activation, the only term that matters for determining the class is \( \cos(\theta) \).

\[
\text{classify}(x) = \begin{cases} 
+ & \text{if } \cos(\theta) > 0 \\
- & \text{if } \cos(\theta) < 0 
\end{cases}
\]

We, therefore, are interested in when \( \cos(\theta) \) is negative or positive. It is easily seen that for \( \theta < \frac{\pi}{2} \), \( \cos(\theta) \) will be somewhere in the interval \((0,1]\), which is positive. For \( \theta > \frac{\pi}{2} \), \( \cos(\theta) \) will be somewhere in the interval \([-1,0)\), which is negative. You can confirm this by looking at a unit circle. Essentially, our simple linear classifier is checking to see if the feature vector of a new data point roughly "points" in the same direction as a predefined weight vector and applies a positive label if it does.

\[
\text{classify}(x) = \begin{cases} 
+ & \text{i.e. when } \theta \text{ is less than } 90^\circ, \text{ or acute} \\
- & \text{i.e. when } \theta \text{ is greater than } 90^\circ, \text{ or obtuse}
\end{cases}
\]

Up to this point, we haven’t considered the points where \( \text{activation}_w(x) = w^T f(x) = 0 \). Following all the same logic, we will see that \( \cos(\theta) = 0 \) for those points. Furthermore, \( \theta = \frac{\pi}{2} \) (i.e. \( \theta \) is 90°) for those points. In other words, these are the data points with feature vectors that are orthogonal to \( w \). We can add a dotted blue line, orthogonal to \( w \), where any feature vector that lies on this line will have activation equaling 0.
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We call this blue line the **decision boundary** because it is the boundary that separates the region where we classify data points as positive from the region of negatives. In higher dimensions, a linear decision boundary is generically called a **hyperplane**. A hyperplane is a linear surface that is one dimension lower than the latent space, thus dividing the surface in two. For general classifiers (non-linear ones), the decision boundary may not be linear, but is simply defined as surface in the space of feature vectors that separates the classes. To classify points that end up on the decision boundary, we can apply either label since both classes are equally valid (in the algorithms below, we’ll classify points on the line as positive).

---

**Binary Perceptron**

Great, now you know how linear classifiers work, but how do we build a good one? When building a classifier, you start with data, which are labeled with the correct class, we call this the **training set**. You build a classifier by evaluating it on the training data, comparing that to you training labels, and adjusting the parameters of your classifier until you reach your goal.

Let’s explore one specific implementation of a simple linear classifier: the binary perceptron. The perceptron is a binary classifier—though it can be extended to work on more than two classes. The goal of the binary perceptron is to find a decision boundary that perfectly separates the training data. In other words, we’re seeking the best possible weights— the best \( \mathbf{w} \)— such that any featured training point that is multiplied by the weights, can be perfectly classified.

**The Algorithm**

The perceptron algorithm works as follows:

1. Initialize all weights to 0: \( \mathbf{w} = \mathbf{0} \)
2. For each training sample, with features \( \mathbf{f}(\mathbf{x}) \) and true class label \( y^* \in \{-1, +1\} \), do:

---

---
(a) Classify the sample using the current weights, let $y$ be the class predicted by your current $w$: 

$$y = classify(x) = \begin{cases} 
+1 & \text{if } h_w(x) = w^T f(x) > 0 \\
-1 & \text{if } h_w(x) = w^T f(x) < 0 
\end{cases}$$

(b) Compare the predicted label $y$ to the true label $y^*$:

- If $y = y^*$, do nothing
- Otherwise, if $y \neq y^*$, then update your weights: $w \leftarrow w + y^* f(x)$

3. If you went through every training sample without having to update your weights (all samples predicted correctly), then terminate. Else, repeat step 2

**Updating weights**

Let’s examine and justify the procedure for updating our weights. Recall that in step 2b above, when our classifier is right, nothing changes. But when our classifier is wrong, the weight vector is updated as follows:

$$w \leftarrow w + y^* f(x)$$

where $y^*$ is the true label, which is either 1 or -1, and $x$ is the training sample which we mis-classified. You can interpret this update rule to be:

**Case 1**: misclassified positive as negative  
$w \leftarrow w + f(x)$

**Case 2**: misclassified negative as positive  
$w \leftarrow w - f(x)$

Why does this work? One way to look at this is to see it as a balancing act. Mis-classification happens either when the activation for a training sample is much smaller than it should be (causes a Case 1 misclassification) or much larger than it should be (causes a Case 2 misclassification).

Consider Case 1, where activation is negative when it should be positive. In other words, the activation is too small. How we adjust $w$ should strive to fix that and make the activation larger for that training sample. To convince yourself that our update rule $w \leftarrow w + f(x)$ does that, let us update $w$ and see how the activation changes.

$$h_{w+f(x)}(x) = (w + f(x))^T x = w^T f(x) + f(x)^T f(x) = h_w(x) + f(x)^T f(x)$$

Using our update rule, we see that the new activation increases by $f(x)^T f(x)$, which is a positive number, therefore showing that our update makes sense. Activation is getting larger—closer to becoming positive. You can repeat the same logic for when the classifier is mis-classifying because the activation is too large (activation is positive when it should be negative). You’ll see that the update will cause the new activation to decrease by $f(x)^T f(x)$, thus getting smaller and closer to classifying correctly.

While this makes it clear why we are adding and subtracting something, why would we want to add and subtract our sample point’s features? A good way to think about it, is that the weights aren’t the only thing that determines this score. The score is determined by multiplying the weights by the relevant sample. This means that certain parts of a sample contribute more than others. Consider the following situation where $x$ is a training sample we are given with true label $y^* = -1$:

$$w^T = [2 \ 2 \ 2], \ f(x) = \begin{bmatrix} 4 \\ 0 \\ 1 \end{bmatrix} \quad h_w(x) = (2 \times 4) + (2 \times 0) + (2 \times 1) = 10$$
We know that our weights need to be smaller because activation needs to be negative to classify correctly. We don’t want to change them all the same amount though. You’ll notice that the first element of our sample, the 4, contributed much more to our score of 10 than the third element, and that the second element did not contribute at all. An appropriate weight update, then, would change the first weight a lot, the third weight a little, and the second weight should not be changed at all. After all, the second and third weights might not even be that broken, and we don’t fix want to fix what isn’t broken!

When thinking about a good way to change our weight vector in order to fulfill the above desires, it turns out just using the sample itself does in fact do what we want; it changes the first weight by a lot, the third weight by a little, and doesn’t change the second weight at all! Note that this is similar to our updates in approximate Q-learning, which also updated weights by multiples of the feature vectors.

A visualization may also help. In the figure below, \( f(x) \) is the feature vector for a data point with positive class \( y^* = +1 \) that is currently misclassified – it lies on the wrong side of the decision boundary defined by “old \( w \)”. Adding it to the weight vector produces a new weight vector which has a smaller angle to \( f(x) \). It also shifts the decision boundary. In this example, it has shifted the decision boundary enough so that \( x \) will now be correctly classified (note that the mistake won’t always be fixed – it depends on the size of the weight vector, and how far over the boundary \( f(x) \) currently is).

**Bias**

If you tried to implement a perceptron based on what has been mentioned thus far, you will notice one particularly unfriendly quirk. Any decision boundary that you end up drawing will be crossing the origin. Basically, your perceptron can only produce a decision boundary that could be represented by the function \( w^\top f(x) = 0 \), \( w, f(x) \in \mathbb{R}^n \). The problem is, even among problems where there is a linear decision boundary that separates the positive and negative classes in the data, that boundary may not go through the origin, and we want to be able to draw those lines.

To do so, we will modify our feature and weights to add a bias term: add a feature to your sample feature vectors that is always 1, and add an extra weight for this feature to your weight vector. Doing so essentially allows us to produce a decision boundary representable by \( w^\top f(x) + b = 0 \), where \( b \) is the weighted bias term (i.e. 1 * the last weight in the weight vector).

Geometrically, we can visualize this by thinking about what the activation function looks like when it is \( w^\top f(x) \) and when there is a bias \( w^\top f(x) + b \). To do so, we need to be one dimension higher than the space of our featurized data (labeled data space in the figures below). In all the above sections, we had only been looking at a flat view of the data space.

**Example**

Up until now, we have been focused on a lot of reading, let’s shake things up a little and see an example, and run the perceptron algorithm step by step.

Let’s run one pass through the data with the perceptron algorithm, taking each data point in order. We’ll start
Without bias

with the weight vector \([w_0, w_1, w_2] = [-1, 0, 0]\) (where \(w_0\) is the weight for our bias feature, which remember is always 1).

### Multiclass Perceptron

The perceptron presented above is a binary classifier, but we can extend it to account for multiple classes rather easily. The main difference is in how we set up weights and how we update said weights. For the binary case, we had one weight vector, which had a dimension equal to the number of features (plus the bias feature). For the multi-class case, we will have one weight vector for each class, so in the 3 class case, we have 3 weight vectors. In order to classify a sample, we compute a score for each class by taking the dot product of the feature vector with each of the weight vectors. Whichever class yields the highest score is the one we choose as our prediction.

For example, consider the 3-class case. Let our sample have features \(f(x) = [-2 \ 3 \ 1]\) and our weights for classes 0, 1, and 2 be:

\[
\begin{align*}
    w_0 &= [-2 \ 2 \ 1] \\
    w_1 &= [0 \ 3 \ 4] \\
    w_2 &= [1 \ 4 \ -2]
\end{align*}
\]

Taking dot products for each class gives us scores \(s_0 = 11, s_1 = 13, s_2 = 8\). We would thus predict that \(x\) belongs to class 1.

An important thing to note is that in actual implementation, we do not keep track of the weights as separate structures, we usually stack them on top of each other to create a weight matrix. This way, instead of doing...
as many dot products as there are classes, we can instead do a single matrix-vector multiplication. This tends to be much more efficient in practice (because matrix-vector multiplication usually has a highly optimized implementation).

In our above case, that would be:

\[
W = \begin{bmatrix}
-2 & 2 & 1 \\
0 & 3 & 4 \\
1 & 4 & -2
\end{bmatrix}, x = \begin{bmatrix}
-2 \\
3 \\
1
\end{bmatrix}
\]

And our label would be:

\[
\arg\max (Wx) = \arg\max \begin{bmatrix}
11 \\
13 \\
8
\end{bmatrix} = 1
\]

Along with the structure of our weights, our weight update also changes when we move to a multi-class case. If we correctly classify our data point, then do nothing just like in the binary case. If we chose incorrectly, say we chose class \( y \neq y^* \), then we add the feature vector to the weight vector for the true class to \( y^* \), and subtract the feature vector from the weight vector corresponding to the predicted class \( y \). In our above example, let’s say that the correct class was class 2, but we predicted class 1. We would now take the weight vector corresponding to class 1 and subtract \( x \) from it,

\[
w_1 = [0 \ 3 \ 4] - [-2 \ 3 \ 1] = [2 \ 0 \ 3]
\]

Next we take the weight vector corresponding to the correct class, class 2 in our case, and add \( x \) to it:

\[
w_2 = [1 \ 4 \ -2] + [-2 \ 3 \ 1] = [-1 \ 7 \ -1]
\]

What this amounts to is ‘rewarding’ the correct weight vector, ‘punishing’ the misleading, incorrect weight vector, and leaving alone an other weight vectors. With the difference in the weights and weight updates taken into account, the rest of the algorithm is essentially the same; cycle through every sample point, updating weights when a mistake is make, until you stop making mistakes.

In order to incorporate a bias term, do the same as we did for binary perceptron – add an extra feature of 1 to every feature vector, and an extra weight for this feature to every class’s weight vector (this amounts to adding an extra column to the matrix form).

**Naive Bayes**

We’ll further motivate our discussion of machine learning with a concrete example of a machine learning algorithm. Let’s consider the common problem of building an email spam filter which sorts messages into spam (unwanted email) or ham (wanted email). Such a problem is called a **classification problem** – given various datapoints (in this case, each email is a datapoint), our goal is to group them into one of two or more **classes**. For classification problems, we’re given a training set of datapoints along with their corresponding **labels**, which are typically one of a few discrete values. As we’ve discussed, our goal will be to use this training data (emails, and a spam/ham label for each one) to learn some sort of relationship that we can use to make predictions on new and previously unseen datapoints. In this section we’ll describe how to construct a specific type of model for solving classification problems known as a **Naive Bayes Classifier**.
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To train a model to classify emails as spam or ham, we need some training data consisting of preclassified emails that we can learn from. However, emails are simply strings of text, and in order to learn anything useful, we need to extract certain attributes from each of them known as **features**. Features can be anything ranging from specific word counts to text patterns (e.g., whether words are in all caps or not) to pretty much any other attribute of the data that you can imagine. The specific features extracted for training are often dependent on the specific problem you’re trying to solve and which features you decide to select can often impact the performance of your model dramatically. Deciding which features to utilize is known as **feature engineering** and is fundamental to machine learning, but for the purposes of this course you can assume you’ll always be given the extracted features for any given dataset.

Now let’s say you have a dictionary of $n$ words, and from each email you extract a feature vector $F \in \mathbb{R}^n$ where the $i^{th}$ entry in $F$ is a random variable $F_i$ which can take on a value of either a 0 or a 1 depending on whether the $i^{th}$ word in your dictionary appears in the email under consideration. For example, if $F_{200}$ is the feature for the word *free*, we will have $F_{200} = 1$ if *free* appears in the email, and 0 if it does not. With these definitions, we can define more concretely how to predict whether or not an email is spam or ham – if we can generate a joint probability table between each $F_i$ and and the label $Y$, we can compute the probability any email under consideration is spam or ham given it’s feature vector. Specifically, we can compute both

$$P(Y = \text{spam}|F_1 = f_1, \ldots, F_n = f_n)$$

and

$$P(Y = \text{ham}|F_1 = f_1, \ldots, F_n = f_n)$$

and simply label the email depending on which of the two probabilities is higher. Unfortunately, since we have $n$ features and 1 label, each of which can take on 2 distinct values, the joint probability table corresponding to this distribution mandates a table size that’s exponential in $n$ with $2^{n+1}$ entries - very impractical! This problem is solved by modeling the joint probability table with a Bayes’ net, making the critical simplifying assumption that each feature $F_i$ is independent of all other features given the class label. This is a very strong modeling assumption (and the reason that Naive Bayes is called **naive**), but it simplifies inference and usually works well in practice. It leads to the following Bayes’ net to represent our desired joint probability distribution.
Note that the rules of $d$-separation delineated earlier in the course make it immediately clear that in this Bayes’ net each $F_i$ is conditionally independent of all the others, given $Y$. Now we have one table for $P(Y)$ with 2 entries, and $n$ tables for each $P(F_i | Y)$ each with $2^2 = 4$ entries for a total of $4n + 2$ entries - linear in $n!$ This simplifying assumption highlights the trade off that arises from the concept of statistical efficiency; we sometimes need to compromise our model’s complexity in order to stay within the limits of our computational resources.

Indeed, in cases where the number of features is sufficiently low, it’s common to make more assumptions about relationships between features to generate a better model (corresponding to adding edges to your Bayes’ net). With this model we’ve adopted, making predictions for unknown data points amounts to running inference on our Bayes’ net. We have observed values for $F_1, \cdots F_n$, and want to choose the value of $Y$ that has the highest probability conditioned on these features:

$$prediction(f_1, \cdots f_n) = \arg\max_y P(Y = y | F_1 = f_1, \ldots F_N = f_n)$$

$$= \arg\max_y P(Y = y, F_1 = f_1, \ldots F_N = f_n)$$

$$= \arg\max_y P(Y = y) \prod_{i=1}^n P(F_i = f_i | Y = y)$$

where the first step is because the highest probability class will be the same in the normalized or unnormalized distribution, and the second comes directly from the Naive Bayes’ independence assumption that features are independent given the class label (as seen in the graphical model structure).

Generalizing away from a spam filter, assume now that there are $k$ class labels (possible values for $Y$). Additionally, after noting that our desired probabilities - the probability of each label $y_i$ given our features, $P(Y = y_i | F_1 = f_1, \ldots F_n = f_n)$ - is proportional to the joint $P(Y = y_i, F_1 = f_1, \ldots F_n = f_n)$, we can compute:

$$P(Y, F_1 = f_1, \ldots F_n = f_n) = \begin{bmatrix} P(Y = y_1, F_1 = f_1, \ldots F_n = f_n) \\ P(Y = y_2, F_1 = f_1, \ldots F_n = f_n) \\ \vdots \\ P(Y = y_k, F_1 = f_1, \ldots F_n = f_n) \end{bmatrix} = \begin{bmatrix} P(Y = y_1) \prod_i P(F_i = f_i | Y = y_1) \\ P(Y = y_2) \prod_i P(F_i = f_i | Y = y_2) \\ \vdots \\ P(Y = y_k) \prod_i P(F_i = f_i | Y = y_k) \end{bmatrix}$$

Our prediction for class label corresponding to the feature vector $F$ is simply the label corresponding to the maximum value in the above computed vector:

$$prediction(F) = \arg\max_{y_i} P(Y = y_i) \prod_j P(F_j = f_j | Y = y_i)$$

We’ve now learned the basic theory behind the modeling assumptions of the Naive Bayes’ classifier and how to make predictions with one, but have yet to touch on how exactly we learn the conditional probability tables used in our Bayes’ net from the input data. This will have to wait for our next topic of discussion, parameter estimation.

**Parameter Estimation**

Assume you have a set of $N$ sample points or observations, $x_1, \ldots, x_N$, and you believe that this data was drawn from a distribution parametrized by an unknown value $\theta$. In other words, you believe that the probability $P_\theta(x_i)$ of each of your observations is a function of $\theta$. For example, we could be flipping a coin which has probability $\theta$ of coming up heads.
How can you "learn" the most likely value of $\theta$ given your sample? For example, if we have 10 coin flips, and saw that 7 of them were heads, what value should we choose for $\theta$? One answer to this question is to infer that $\theta$ is equal to the value that maximizes the probability of having selected your sample $x_1, \ldots, x_N$ from your assumed probability distribution. A frequently used and fundamental method in machine learning known as **maximum likelihood estimation** (MLE) does exactly this. Maximum likelihood estimation typically makes the following simplifying assumptions:

- Each sample is drawn from the same distribution. In other words, each $x_i$ is **identically distributed**. In our coin flipping example, each coin flip has the same chance, $\theta$, of coming up heads.

- Each sample $x_i$ is conditionally **independent** of the others, given the parameters for our distribution. This is a strong assumption, but as we’ll see greatly helps simplify the problem of maximum likelihood estimation and generally works well in practice. In the coin flipping example, the outcome of one flip doesn’t affect any of the others.

- All possible values of $\theta$ are equally likely before we’ve seen any data (this is known as a **uniform prior**).

The first two assumptions above are often referred to as **independent, identically distributed** (i.i.d.).

Let’s now define the **likelihood** $L(\theta)$ of our sample, a function which represents the probability of having drawn our sample from our distribution. For a fixed sample $x_1, x_N$, the likelihood is just a function of $\theta$:

$$L(\theta) = P_\theta(x_1, \ldots, x_N)$$

Using our simplifying assumption that the samples $x_i$ are i.i.d., the likelihood function can be re-expressed as follows:

$$L(\theta) = \prod_{i=1}^{N} P_\theta(x_i)$$

How can we find the value of $\theta$ that maximizes this function? This will be the value of $\theta$ that best explains the data we saw. Recall from calculus that at points where a function’s maxima and minima are realized, its first derivative with respect to each of its inputs (also known as the function’s **gradient**) must be equal to zero. Hence, the maximum likelihood estimate for $\theta$ is a value that satisfies the following equation:

$$\frac{\partial}{\partial \theta} L(\theta) = 0$$

Let’s go through an example to make this concept more concrete. Say you have a bag filled with red and blue balls and don’t know how many of each there are. You draw samples by taking a ball out of the bag, noting the color, then putting the ball back in (sampling with replacement). Drawing a sample of three balls from this bag yields *red, red, blue*. This seems to imply that we should infer that $\frac{2}{3}$ of the balls in the bag are red and $\frac{1}{3}$ of the balls are blue. We’ll assume that each ball being taken out of the bag will be red with probability $\theta$ and blue with probability $1 - \theta$, for some value $\theta$ that we want to estimate (this is known as a **Bernoulli distribution**):

$$P_\theta(x_i) = \begin{cases} 
\theta & x_i = \text{red} \\
(1 - \theta) & x_i = \text{blue} 
\end{cases}$$

The likelihood of our sample is then:

$$L(\theta) = \prod_{i=1}^{3} P_\theta(x_i) = P_\theta(x_1 = \text{red})P_\theta(x_2 = \text{red})P_\theta(x_2 = \text{blue}) = \theta^2 \cdot (1 - \theta)$$
The final step is to set the derivative of the likelihood to 0 and solve for $\theta$:

$$\frac{\partial}{\partial \theta} \mathcal{L}(\theta) = \frac{\partial}{\partial \theta} \theta^2 \cdot (1 - \theta) = \theta(2 - 3\theta) = 0$$

Solving this equation for $\theta$ yields $\theta = \frac{2}{3}$, which intuitively makes sense! (There’s a second solution, too, $\theta = 0$ – but this corresponds to a minimum of the likelihood function, as $\mathcal{L}(0) = 0 < \mathcal{L}(\frac{2}{3}) = \frac{4}{27}$.)

Maximum Likelihood for Naive Bayes

Let’s now return to the problem of inferring conditional probability tables for our spam classifier, beginning with a recap of variables we know:

- $n$ - the number of words in our dictionary.
- $N$ - the number of observations (emails) you have for training. For our upcoming discussion, let’s also define $N_h$ as the number of training samples labeled as ham and $N_s$ as the number of training samples labeled as spam. Note $N_h + N_s = N$.
- $F_i$ - a random variable which is 1 if the $i^{th}$ dictionary word is present in an email under consideration, and 0 otherwise.
- $Y$ - a random variable that’s either spam or ham depending on the label of the corresponding email.
- $f_i^{(j)}$ - this references the resolved value of the random variable $F_i$ in the $j^{th}$ item in the training set. In other words, each $f_i^{(j)}$ is a 1 if word $i$ appeared in $j^{th}$ email under consideration and 0 otherwise. This is the first time we’re seeing this notation, but it’ll come in handy in the upcoming derivation.

Now within each conditional probability table $P(F_i|Y)$, note that we have two distinct Bernoulli distributions: $P(F_i|Y = \text{ham})$ and $P(F_i|Y = \text{spam})$. For simplicity, let’s specifically consider $P(F_i|Y = \text{ham})$ and try to find the maximum likelihood estimate for a parameter $\theta = P(F_i = 1|Y = \text{ham})$ i.e. the probability that the $i^{th}$ word in our dictionary appears in a ham email. Since we have $N_h$ ham emails in our training set, we have $N_h$ observations of whether or not word $i$ appeared in a ham email. Because our model assumes a Bernoulli distribution for the appearance of each word given its label, we can formulate our likelihood function as follows:

$$\mathcal{L}(\theta) = \prod_{j=1}^{N_h} P(F_i = f_i^{(j)}|Y = \text{ham}) = \prod_{j=1}^{N_h} \theta^{f_i^{(j)}} (1 - \theta)^{1-f_i^{(j)}}$$

The second step comes from a small mathematical trick: if $f_i^{(j)} = 1$ then

$$P(F_i = f_i^{(j)}|Y = \text{ham}) = \theta^{1} (1 - \theta)^{0} = \theta$$

and similarly if $f_i^{(j)} = 0$ then

$$P(F_i = f_i^{(j)}|Y = \text{ham}) = \theta^{0} (1 - \theta)^{1} = (1 - \theta)$$

In order to compute the maximum likelihood estimate for $\theta$, recall that the next step is to compute the derivative of $\mathcal{L}(\theta)$ and set it equal to 0. Attempting this proves quite difficult, as it’s no simple task to isolate and solve for $\theta$. Instead, we’ll employ a trick that’s very common in maximum likelihood derivations, and that’s to instead find the value of $\theta$ the maximizes the log of the likelihood function. Because $\log(x)$ is a
strictly increasing function (sometimes referred to as a **monotonic transformation**), finding a value that maximizes \( \mathcal{L}(\theta) \) will also maximize \( \mathcal{L}(\theta) \). The expansion of \( \log \mathcal{L}(\theta) \) is below:

\[
\log \mathcal{L}(\theta) = \log \left( \prod_{j=1}^{N_h} \theta^f_i (1 - \theta)^{1 - f_i(j)} \right) = \sum_{j=1}^{N_h} \log \left( \theta^f_i (1 - \theta)^{1 - f_i(j)} \right) = \sum_{j=1}^{N_h} \log (\theta^f_i) + \sum_{j=1}^{N_h} \log ((1 - \theta)^{1 - f_i(j)}) = \log(\theta) \sum_{j=1}^{N_h} f_i(j) + \log(1 - \theta) \sum_{j=1}^{N_h} (1 - f_i(j))
\]

Note that in the above derivation, we’ve used the properties of the log function that \( \log(a^c) = c \cdot \log(a) \) and \( \log(ab) = \log(a) + \log(b) \). Now we set the derivative of the log of the likelihood function to 0 and solve for \( \theta \):

\[
\frac{\partial}{\partial \theta} \left( \log(\theta) \sum_{j=1}^{N_h} f_i(j) + \log(1 - \theta) \sum_{j=1}^{N_h} (1 - f_i(j)) \right) = 0
\]

\[
\frac{1}{\theta} \sum_{j=1}^{N_h} f_i(j) - \frac{1}{(1 - \theta)} \sum_{j=1}^{N_h} (1 - f_i(j)) = 0
\]

\[
\frac{1}{\theta} \sum_{j=1}^{N_h} f_i(j) = \frac{1}{(1 - \theta)} \sum_{j=1}^{N_h} (1 - f_i(j))
\]

\[
(1 - \theta) \sum_{j=1}^{N_h} f_i(j) = \theta \sum_{j=1}^{N_h} (1 - f_i(j))
\]

\[
\sum_{j=1}^{N_h} f_i(j) - \theta \sum_{j=1}^{N_h} f_i(j) = \theta \sum_{j=1}^{N_h} 1 - \theta \sum_{j=1}^{N_h} f_i(j)
\]

\[
\sum_{j=1}^{N_h} f_i(j) = \theta \cdot N_h
\]

\[
\theta = \frac{1}{N_h} \sum_{j=1}^{N_h} f_i(j)
\]

We’ve arrived at a remarkably simple final result! According to our formula above, the maximum likelihood estimate for \( \theta \) (which, remember, is the probability that \( P(F_i = 1 | Y = \text{ham}) \)) corresponds to counting the number of ham emails in which word \( i \) appears and dividing it by the total number of samples for the given class. You may think this was a lot of work for an intuitive result (and it was), but the derivation and techniques will be useful for more complex distributions than the simple Bernoulli distribution we are using for each feature here. To summarize, in this Naive Bayes model with Bernoulli feature distributions, within any given class the maximum likelihood estimate for the probability of any outcome corresponds to the count for the outcome divided by the total number of samples for the given class. The above derivation can be generalized to cases where we have more than two classes and more than two outcomes for each feature, though this derivation is not provided here.
Smoothing

Though maximum likelihood estimation is a very powerful method for parameter estimation, bad training data can often lead to unfortunate consequences. For example, if every time the word “minute” appears in an email in our training set, that email is classified as spam, our trained model will learn that

\[ P(F_{\text{minute}} = 1 | Y = \text{ham}) = 0 \]

Hence in an unseen email, if the word minute ever shows up, \( P(Y = \text{ham}) \prod_i P(F_i | Y = \text{ham}) = 0 \), and so your model will never classify any email containing the word minute as ham. This is a classic example of overfitting, or building a model that doesn’t generalize well to previously unseen data. Just because a specific word didn’t appear in an email in your training data, that doesn’t mean that it won’t appear in an email in your test data or in the real world. Overfitting with Naive Bayes’ classifiers can be mitigated by Laplace smoothing. Conceptually, Laplace smoothing with strength \( k \) assumes having seen \( k \) extra of each outcome. Hence if for a given sample your maximum likelihood estimate for an outcome \( x \) that can take on \(|X|\) different values from a sample of size \( N \) is

\[ P_{\text{MLE}}(x) = \frac{\text{count}(x)}{N} \]

then the Laplace estimate with strength \( k \) is

\[ P_{\text{LAP},k}(x) = \frac{\text{count}(x) + k}{N + k|X|} \]

What does this equation say? We’ve made the assumption of seeing \( k \) additional instances of each outcome, and so act as if we’ve seen \( \text{count}(x) + k \) rather than \( \text{count}(x) \) instances of \( x \). Similarly, if we see \( k \) additional instances of each of \(|X|\) classes, then we must add \( k|X| \) to our original number of samples \( N \). Together, these two statements yield the above formula. A similar result holds for computing Laplace estimates for conditionals (which is useful for computing Laplace estimates for outcomes across different classes):

\[ P_{\text{LAP},k}(x | y) = \frac{\text{count}(x, y) + k}{\text{count}(y) + k|X|} \]

There are two particularly notable cases for Laplace smoothing. The first is when \( k = 0 \), then \( P_{\text{LAP},0}(x) = P_{\text{MLE}}(x) \). The second is the case where \( k = \infty \). Observing a very large, infinite number of each outcome makes the results of your actual sample inconsequential and so your Laplace estimates imply that each outcome is equally likely. Indeed:

\[ P_{\text{LAP},\infty}(x) = \frac{1}{|X|} \]

The specific value of \( k \) that’s appropriate to use in your model is typically determined by trial-and-error. \( k \) is a hyperparameter in your model, which means that you can set it to whatever you want and see which value yields the best prediction accuracy/performance on your validation data.

Summary

In this note, we introduced several fundamental principles of machine learning, including:

- Splitting our data into training data, validation data, and test data.
- The difference between supervised learning, which learns from labeled data, and unsupervised learning, which doesn’t have labeled data and so attempts to infer inherent structure from it.
We then proceeded to discuss a number of supervised learning algorithms for classification such as Decision Trees, Linear and Logistic Regression, the Perceptron and Naive Bayes. We covered the decision tree algorithm and the criterion according to which we choose features to split each node and we discussed techniques that tackle the issue of overfitting. We further derived the linear regression closed form solution and we covered the logistic regression formulation, the latter being used to classification tasks. We also covered the naive Bayes algorithm and derived the maximum likelihood estimates of the unknown model parameters. We extended this idea to discuss the problem of overfitting in the context of Naive Bayes’ and how this issue can be mitigated with Laplace smoothing. Finally, we talked about perceptrons and decision boundaries - methods for classification that don’t explicitly store conditional probability tables.