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Problem 1:
Suppose a processor sends 10 disk I/Os per second, these requests are exponentially distributed, and the average service time of an older disk is 20 ms. Answer the following questions:

a) On average, how utilized is the disk?

b) What is the average time spent in the queue?

c) What is the average response time for a disk request, including the queuing time and disk service time?

d) Calculate the average length of the queue.

e) Calculate the average length of the system.

f) Suppose we get a new, faster disk. Recalculate the answers to the questions a-e above, assuming the disk service time is 10 ms.

g) Suppose instead of a new, faster disk, we add a second slow disk, and duplicate the data so that reads can be serviced by either disk. Let’s assume that the requests are all reads. Recalculate the answers to questions a-e, this time using an M/M/m queue.

Problem 2:
For this problem, assume that we are dealing with a bus-based shared memory multiprocessor (SMP) using the MESI protocol.
Each processor in the system is identical, and the following information applies to each processor in the system individually. 50% of the instructions executed by each processor are loads or stores (instructions are 32 bits wide). Of these loads and stores, on average 70% are reads to private data, 20% are writes to private data, 8% are reads to shared data, and 2% are writes to shared data.

Each processor has a single-level split instruction/data cache. The instruction cache is 16KB, two-way associative, and has 16 byte lines. The data cache is 16KB, direct mapped, and also has 16 byte lines. The hit rates in the caches are as follows: 97% for private data, 95% for shared data, and 98.5% for instructions. Cache hit time is one cycle for both caches.

The SMP system bus has separate address and data busses, with 64 data lines and 32 address lines. The bus is atomic (not split-transaction), so the address and data busses can be treated as a single bus with respect to negotiation. The bus is clocked at one-half the speed of the processor.

For reads, memory responds with data 12 bus cycles after being presented the address, and supplies one block of data per bus cycle after that. For writes, both address and data are presented to memory at the same time. Thus a single-word write consumes 1 bus cycle, while a 16-byte write consumes two cycles. Assume all requests are satisfied by the memory system, not by other caches. The processor CPI is 2.0 before considering memory penalties.

a) We want to place as many processors as possible on the bus. What is the bus utilization of a single processor if the caches are write-through with write-allocate strategy? How many of these processors can the bus support before it saturates?

For this part of the problem, assume that a write to the bus automatically invalidates any other existing copies of the data being written. Ignore bus contention and coherence messages received from other processors (e.g., remote snoops), but do consider coherence traffic generated by the processor. Show your work.

Hint: The key to approaching this problem is to recognize that the true CPI (including memory penalties) includes three components: the 2.0 base CPI (CPIcache), plus a component due to bus stalls on instruction cache misses (CPIbusI), plus a component due to bus stalls on data cache misses (CPIbusD).
b) How many processors can the bus support without saturating if the caches are write-back (and write-allocate)? Assume that the probability of having to replace a dirty block in the cache on a miss that fetches a new block is 0.3. Also assume a MESI protocol, and again ignore bus contention and coherence messages received from other processors (e.g., remote snoops), but do consider coherence traffic generated by the processor. Assume that the cache protocol supports upgrades, so a write hit to a shared block causes an invalidate transaction only, taking one bus cycle.

c) Assume we add a unified write-back, write-allocate second-level cache to each processor (assuming a write-through, no-write-allocate first level cache with the same parameters as before). The L2 line size is 32 bytes. The local miss rate for all traffic to the L2 cache is 10%.

The hit time to the L2 cache (which includes the time to transfer data to the L1 cache, but not the L1 hit time) is 6 cycles. The L2 cache is clocked at the same speed as the processor. Inclusion is maintained between the caches. Again, assume that the probability of having to replace a dirty block in the L2 cache on a miss that fetches a new block is 0.3.

What is the bus utilization of a single processor now? How many of these processors can the bus support without saturating?

d) Finally, compute the average memory access time (AMAT) in CPU cycles for the processor described in part (c). Be sure to include both instruction and data references. First show the equation, then the numerical results.
