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Abstract
In WLAN the medium access control (MAC) protocol is the main element for determining the efficiency in sharing the limited communication bandwidth of the wireless channel. This paper focuses on the efficiency of the IEEE 802.11 standard for wireless LANs. Specifically, we derive an analytical formula for the protocol capacity [Kur 84]. From this analysis we found i) the theoretical upper bound of the IEEE 802.11 protocol capacity; ii) that the standard can operate very far from the theoretical limits depending on the network configuration; iii) that an appropriate tuning of the backoff algorithm can drive the IEEE 802.11 protocol close to its theoretical limits. Hence we propose a distributed algorithm which enables each station to tune its backoff algorithm at run-time. The performances of the IEEE 802.11 protocol, enhanced with our algorithm, are investigated via simulation. The results indicate that the enhanced protocol is very close to the maximum theoretical efficiency.

1. Introduction
Wireless LAN (WLAN) design needs to be more concerned about bandwidth consumption than wired networks. This is because a wireless network delivers much lower bandwidth than wired networks e.g., 1-2 Mbps Vs 10-150 Mbps [STA 96]. In this paper we focus on the IEEE 802.11 WLAN ([IEEE95], [STA 96]). Specifically we analyze the efficiency of this protocol and we identify and evaluate a very promising direction for relevant performance enhancements. Since a WLAN relies on a common transmission medium, the transmissions of the network stations must be coordinated by the Medium Access Control (MAC) protocol. This coordination in the IEEE 802.11 is achieved by means of control information which is carried explicitly by control messages travelling along the medium (e.g., ACK messages), or can be provided implicitly by the medium itself by the channel, which is either active or idle (i.e., carrier sensing). Control messages, or message retransmission due to collision, subtract channel bandwidth from that available for successful message transmission. Therefore, the fraction of channel bandwidth used by successfully transmitted messages gives a good indication of the overhead required by a MAC protocol to perform its coordination task among stations. This fraction is known as the utilization of the channel, and the maximum value it can attain is known as the capacity of the MAC protocol ([Kur 84], [Con 97]). In this work we first investigate the IEEE 802.11 MAC protocol capacity by deriving an accurate analytical estimate of it. By using our analytical formulas we show that the IEEE 802.11 MAC protocol capacity can be improved significantly by suitably setting its parameter. Hence we propose and evaluate an extension of the protocol backoff algorithm. With our extension the IEEE 802.11 Mac Protocol capacity reaches its theoretical upper bound in all network configurations.

2. IEEE 802.11 MAC protocol
The 802.11 MAC layer protocol provides asynchronous, time-bounded, and contention free access control on a variety of physical layers. The basic access method in the 802.11 MAC protocol is the Distributed Coordination Function (DCF) which is a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) MAC protocol. In addition to the DCF, the 802.11 also incorporates an alternative access method known as the Point Coordination Function (PCF) - an access method that is similar to a polling system and uses a point coordinator to determine which station has the right to transmit.

The DCF access method, hereafter Basic Access , is summarized in Figure 1. When using the DCF, before initiating a transmission, a station senses the channel to determine whether another station is transmitting. If the medium is found to be idle for an interval that exceeds the Distributed InterFrame Space (DIFS), the station proceeds with its transmission. However if the medium is busy, the transmission is deferred until the ongoing transmission terminates. A random interval, henceforth referred to as the backoff interval, is then selected; and used to initialize the backoff timer. The backoff timer is decreased as long as the channel is sensed idle, stopped when a transmission is detected on the channel, and reactivated when the channel is sensed idle again for more than a DIFS. The station transmits when the backoff timer reaches zero. The DCF adopts a slotted binary exponential backoff technique. In particular, the time immediately following an idle DIFS is slotted, and a station is allowed to transmit only at the beginning of each Slot Time, which is equal to the time needed at any station to detect the transmission of a packet from any other station. The backoff time is uniformly chosen in the interval (0, CW-1) defined as Backoff Window (Contention Window). At the first transmission attempt, CW=CWmin, and it is doubled at each retransmission up to CWmax. Immediate positive acknowledgements are employed to determine the successful reception of each packet transmission (note that CSMA/CA does not rely on the capability of the stations to detect a collision by hearing their own transmission). This is accomplished by the receiver (immediately following the reception of the data frame) which initiates the transmission of an acknowledgement frame after a time interval Short InterFrame Space (SIFS), which is less than DIFS. If an acknowledgement is not received, the data frame is presumed to be lost and a retransmission is scheduled.

This access mechanism can be extended by the RTS/CTS message exchange. In this case, after gaining access to the medium and before starting the transmission of a data packet itself, a short control packet is sent to the receiving station announcing the upcoming transmission. This packet is answered
by a CTS packet to indicate the readiness to receive the data. Both packets contain the projected length of the transmission and thus inform all stations within the range of both stations how long the channel will be used.

![Basic Access Mechanism Diagram]

Figure 1: Basic Access Mechanism

In our simulations of basic access mechanism we assumed an ideal channel with no transmission errors and no hidden terminals, i.e. all the stations can always hear all the others. We decided to use a frequency hopping spread spectrum as the physical layer at the optional 2Mbps transmission rate.

<table>
<thead>
<tr>
<th>Table 1: WLAN configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFS</td>
</tr>
<tr>
<td>DIFS</td>
</tr>
<tr>
<td>backoff slot time</td>
</tr>
<tr>
<td>bit rate</td>
</tr>
<tr>
<td>propagation delay</td>
</tr>
<tr>
<td>stations</td>
</tr>
<tr>
<td>CWmin</td>
</tr>
<tr>
<td>CWmax</td>
</tr>
</tbody>
</table>

Table 1 reports the configuration parameter values of the WLAN analyzed in the paper. In the IEEE draft standard P802.11 D2.1, 1995, the value of CWmin was changed from 32 to 8. In this paper we still use CWmin = 32, as it is the value used in almost all the papers in the literature.

3. IEEE 802.11 Capacity Analysis

Protocol capacity varies across the various MAC protocols, but it is also influenced by several other parameters, such as the number of active stations and the way active stations contribute to the offered load. In this paper, $\rho_{\text{max}}$ denotes the capacity when there are $M$ active stations in asymptotic conditions (i.e., all the network stations, $M$, always have a packet ready for transmission); $\rho_{\text{asym}}$ denotes the capacity in the extreme case of a single active node. In a MAC protocol which is ideal from a utilization standpoint, both $\rho_{\text{max}}$ and $\rho_{\text{asym}}$ must be equal to 1.

Performance of CSMA protocols for radio channels were deeply investigated in [Kle75]. Analytical model of a CSMA/CD based LAN was presented in [Lam80]. Several papers have studied via simulation the efficiency of the IEEE 802.11 protocol by investigating the maximum throughput that it can achieve under various network configurations ([Bia96], [Chh96], [Chh97], [Crow96], [Wei95], [Wei97]). In this paper the IEEE 802.11 MAC protocol capacity is analytically estimated by evaluating, in asymptotic conditions, the ratio between the average message length and the average time $t$, the channel is occupied in transmitting a message: $t$ is also referred to as the average virtual transmission time. This analysis follows the line of reasoning used in [Con97] for analyzing the Ethernet capacity.

To perform this analysis let $S$ indicate the time required for a successful transmission, i.e., the time interval between the start of a transmission which does not experience a collision and the reception of its ACK plus a DIFS.

**Lemma 1.** By denoting with $m$ the packet transmission time, and with $τ_u$ the maximum propagation delay between two WLAN stations then,

$$S \leq m + 2τ + SIFS + ACK + DIFS$$

**Proof:**

Let us assume that the successful transmission is performed by station A which, at time $t_0$, transmits a packet to station B. $τ_u$ is the propagation delay between these two stations, without any loss of generality we assume $τ_u < m$.

![Events in a successful transmission Diagram]

Figure 2: Events in a successful transmission

As shown in Figure 2, the sequence of events in a successful transmission is:

1. A begins transmission at time $t_0$.
2. B begins reception at time $t_0 + τ_u$.
3. A completes its transmission at time $t_0 + m$.
4. B completes reception at time $t_0 + m + τ_u$.
5. B begins the ACK transmission at time $t_0 + τ_u + m + SIFS$.
6. A begins the ACK reception at time $t_0 + τ_u + m + SIFS + τ_\text{ACK}$.
7. B completes the ACK transmission at time $t_0 + τ_u + m + SIFS + ACK$.
8. A completes the ACK reception at time $t_0 + τ_u + m + SIFS + τ_\text{ACK} + ACK$.
9. A can start the next transmission at time $t_0 + τ_u + m + SIFS + τ_\text{ACK} + ACK + DIFS$.

Hence $S = 2 \cdot τ_u + m + SIFS + ACK + DIFS$ from which Lemma 1 immediately follows.

$\blacksquare$
\( \rho_{\text{ideal}} \) can be computed by noting that when only one station is active its average backoff time is \( E[CW] \), and hence \( t_i = E[S] + E[CW] \). From Lemma 1

\[
\rho_{\text{ideal}} = \frac{\bar{m}}{2 \cdot \tau + \bar{m} + SIFS + ACK + DIFS + E[CW_i]}
\]

where \( \bar{m} \) is the average transmission time and \( E[CW_i] \) is equal to half of the minimum \( CW \) value. The only unknown element in (1) is \( \bar{m} \). In this paper we will assume that packet lengths are an integer multiple of the slot length, \( t_{\text{slot}} \). Furthermore, packet lengths are i.i.d. and geometrically distributed with parameter \( q \). Hence, \( \bar{m} = t_{\text{slot}}/(1-q) \).

When more than one station is active the virtual transmission time includes a successful transmission and collision intervals (see Figure 3).

Figure 3: Structure of a virtual transmission time

Figure 3 shows that before a successful transmission collisions may occur along with periods in which the transmission medium is idle due to the backoff algorithm (idle periods). Note that an additional overhead is associated with a collision: due to the carrier sensing mechanism colliding messages prevent the network stations from observing that the channel is idle for a further time interval less or equal to the maximum propagation time \( \tau \). Furthermore, according to the MAC protocol, after each collision the medium must remain idle for an interval equal to a DIFS. From these observations it follows that

\[
t_i = E_{\text{idle}} \left[ \sum_{j=1}^{n} (\text{idle}_j + \text{coll}_j + \tau + DIFS) \right] + E[\text{idle}_n] + E[S]
\]

where \( \text{idle}_j \) and \( \text{coll}_j \) are the lengths of the \( j \)-th idle period and collision, respectively; \( N_i \) is the number of collisions in a virtual time.

In the IEEE 802.11 protocol the length of a collision is equal to the maximum length of the colliding packets, and hence it depends on the packet size distribution and on the backoff algorithm which determines the number of colliding stations. The length of the idle periods and the number of collisions depends on the backoff algorithm.

To compute the unknown quantities in (2) by exactly taking into consideration the backoff algorithm used in the standard is very difficult, if not impossible, due to the temporal dependencies which it introduces.

According to the standard, by denoting with \( l \) the number of attempts to successfully transmit a packet, a station for each packet will experience \( l \) backoff times \( \{B_l, B_{l-1}, \ldots, B_1\} \) which are sampled in a uniform way in intervals of length \( \{CW_l, CW_{l-1}, \ldots, CW_1\} \). In this paper to simplify the protocol analysis we assume that the backoff times have a different distribution. Specifically, we assume that the tagged station for each transmission attempt uses a backoff interval sampled from a geometric distribution with parameter \( p \), where \( p = 1/(E[B] + 1) \) and \( E[B] \) is the average value of \( \{B_l, B_{l-1}, \ldots, B_1\} \), expressed in number of slots. Lemma 2 provides an expression for \( E[B] \).

**Lemma 2.** \( E[B] = (E[CW] - 1)/2 \)

**Proof:** The proof of this Lemma can be found in [Cal 97].

The assumption on the backoff algorithm implies that the future behavior of the station does not depend on the past and hence, in a virtual transmission, i) the idle periods time \( \{\text{idle}_j\} \) are i.i.d sampled from a geometric distribution with average \( E[\text{idle}_j] \); ii) the collision lengths \( \{\text{coll}_j\} \) are i.i.d with average \( E[\text{coll}_j] \). Thus equation (2) can be rewritten as

\[
t_i = E[N_i][E[\text{coll}] + \tau + DIFS] + E[\text{idle}_j] \cdot (E[N_i] + 1) + E[S]
\]

In the following we assume that \( E[CW] \) is known and we derive exact expressions for the unknowns in equation (3): \( E[\text{idle}_j] \), \( E[N_i] \) and \( E[\text{coll}_j] \). In Section 3.1 we define an algorithm to estimate \( E[CW] \).

For large values of \( M \) the number of stations ready for transmission is less dependent on the virtual time evolution, hence assumptions i) and ii) become more and more realistic as \( M \) increases. The results presented in this paper also indicate that for \( M=10 \) the above assumptions do not introduce significant errors in the capacity analysis.

**Lemma 3.** Assuming that, for each station, the backoff interval is sampled from a geometric distribution with parameter \( p \):

\[
E[N_i] = \frac{1 - (1-p)^{M}}{Mp(1-p)^{M-1} - 1}
\]

\[
E[\text{coll}] = \frac{E[\text{coll}]}{1 - ((1-p)^{M} + Mp(1-p)^{M-1})}
\]

\[
\left[ \sum_{h=0}^{t_{\text{slot}}} \left( (1-pq^h)w - (1-pq^{h+1})w \right) - \frac{Mp(1-p)^{M-1}}{1-q} \right]
\]

\[
E[\text{idle}_j] = \frac{(1-p)^M}{1 - (1-p)^y} \cdot t_{\text{slot}}
\]

**Proof:** The proof of this Lemma requires several algebraic
The average virtual transmission time in asymptotic conditions is completely defined by the relationships defined in Lemma 3. However, before being able to compute the virtual transmission time we need to estimate the parameter \( p \). The next section presents an algorithm to derive this parameter.

### 3.1 Average Contention Window estimation

The average contention window is estimated by focusing on a tagged station and computing the average contention window used by this station. Specifically, we use an iterative algorithm which constructs the sequence \( \{E[N^{(\ell)}]\} \), \( n = 0, 1, 2, \ldots \).

\( E[CW] \) is the limiting value of this sequence which is approximated by the value \( E[CW^{(\ell)}] \) where \( \ell \) is the first value such that \( |E[CW^{(\ell)}] - E[CW^{(\ell+1)}]| < \epsilon \). The first value of the sequence, \( E[CW^{(0)}] \), is the minimum average contention window, (i.e., \( E[CW^{(0)}] = 32 \) in this paper) and \( E[CW^{(\ell+1)}] = \Psi(E[CW^{(\ell)}]) \). Specifically, \( E[CW^{(\ell)}] \) is the tagged station’s average contention window computed by assuming that all stations in the network transmit with probability \( p^{(\ell)} = 2/(E[CW^{(\ell)}] + 1) \).

We now introduce the relationships which define the function \( \Psi(E[CW^{(\ell)}]) \) by focusing on a tagged station. When the tagged station transmits, it experiences a collision if at least one other station tries to transmit as well. The probability of a collision, at the \((i+1)\)th iteration, is thus:

\[
p^{(i+1)} = 1 - \left(1 - p^{(i)}\right)^{N_{\text{col}}}.
\]

From Equation (4) it follows that the tagged station will experience \( h \) collisions before successfully transmitting a packet with probability

\[
P\{N^{(i+1)} = h\} = \left(p^{(i)}\right)^h \cdot \left(1 - p^{(i)}\right),
\]

where \( N^{(i+1)} \) is the number of collisions experienced by the tagged station before a successful transmission at the \((i+1)\)th iteration. When the tagged station experiences \( h \) collisions it will use \( h+1 \) contention windows (cw) which are selected according to the IEEE 802.11 backoff algorithm (see Table 2).

To compute the average window size for the next iteration we need the contention-window size distribution which is derived in the following lemma.

#### Table 2: Tagged station contention windows

<table>
<thead>
<tr>
<th>( N^{(i+1)}_{\text{col}} )</th>
<th>( P{N^{(i+1)}_{\text{col}}} )</th>
<th>number of ( CW )</th>
<th>sequence of ( CW ) sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( (1 - p^{(i+1)}) )</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>1</td>
<td>( p^{(i+1)} \cdot (1 - p^{(i+1)}) )</td>
<td>2</td>
<td>32, 64</td>
</tr>
<tr>
<td>2</td>
<td>( p^{(i+1)} \cdot (1 - p^{(i+1)}) )</td>
<td>3</td>
<td>32, 64, 128</td>
</tr>
<tr>
<td>( j \geq 3 )</td>
<td>( p^{(i+1)} \cdot (1 - p^{(j-1)}) )</td>
<td>( j+1 )</td>
<td>32, 64, 128, and ( (j-2) ) cw of size 256</td>
</tr>
</tbody>
</table>

**Lemma 4.** Denoting with \( E_{\text{c}} \) the set of contention windows used by the tagged station when it experiences \( h \) collisions before a successful transmission, it follows that

\[
P\{CW^{(i+1)} = x\} = \sum_{b=0}^{\infty} P\{CW^{(i+1)} = x \mid CW^{(i+1)} \in E_{\text{c}} \} \cdot P\{CW^{(i+1)} \in E_{\text{c}} \}
\]

where

\[
P\{CW^{(i+1)} \in E_{\text{c}} \} = \frac{(h+1) \cdot P\{N^{(i+1)}_{\text{col}} = h\}}{E[N^{(i+1)}_{\text{col}}] + 1}.
\]

(5)

and

\[
P\{CW^{(i+1)} = x \mid CW^{(i+1)} \in E_{\text{c}} \}
\]

(6)

is defined in Table 3

**Table 3: cw size distribution in \( E_{\text{c}} \)**

<table>
<thead>
<tr>
<th>( h = 0 )</th>
<th>( h = 1 )</th>
<th>( h = 2 )</th>
<th>( h = j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j \geq 3 )</td>
<td>( h )</td>
<td>( 1/3 )</td>
<td>( 1/j )</td>
</tr>
<tr>
<td>( 1 )</td>
<td>( 0 )</td>
<td>( 1/3 )</td>
<td>( 1/j )</td>
</tr>
<tr>
<td>( 0 )</td>
<td>( 0 )</td>
<td>( 0 )</td>
<td>( (j-3)/j )</td>
</tr>
</tbody>
</table>

**Proof:**

Let \( k \) indicate the number of consecutive successful transmissions performed by the tagged station, and \( S \), the \( l \)-th successful transmission interval; it follows that

\[
P\{CW^{(i+1)} \in E_{\text{c}} \} = \lim_{l \to \infty} \left(\frac{(h+1) \cdot \sum_{i=0}^{k} I_{\{S_c \text{, } N^{(i)} = h \}}}{\sum_{z=0}^{\infty} (z+1) \sum_{i=0}^{k} I_{\{S_c \text{, } N^{(i)} = z \}}}\right).
\]

(7)

Equation (7) is obtained as the ratio between the number of contention windows belonging to a successful transmission interval which contains \( h \) collisions, and the total number of contention windows. Since

\[
\lim_{k \to \infty} \left(\frac{\sum_{i=0}^{k} I_{\{S_c \text{, } N^{(i)} = h \}}}{\sum_{z=0}^{\infty} (z+1) \sum_{i=0}^{k} I_{\{S_c \text{, } N^{(i)} = z \}}}\right) = P\{N^{(i+1)}_{\text{col}} = h\}
\]

Equation (5) can be obtained by from Equation (7). Equation (6) is obtained considering the behavior of the backoff algorithm.

**Table 4: Average cw estimation**

<table>
<thead>
<tr>
<th>( M )</th>
<th>Simulative</th>
<th>Analytic</th>
</tr>
</thead>
<tbody>
<tr>
<td>M=10</td>
<td>50.565 (49.828, 51.301)</td>
<td>51.042</td>
</tr>
<tr>
<td>M=50</td>
<td>104.6 (104.1, 105)</td>
<td>104.7</td>
</tr>
<tr>
<td>M=100</td>
<td>144.4 (143.8, 145.1)</td>
<td>145</td>
</tr>
</tbody>
</table>

Simulative experiments have been used to validate the iterative algorithm which estimates the average window size. Specifically, we considered three different network configurations with \( M=10, \ldots, 100 \).
50, 100 and we compared the simulative estimates of the average contention window with our analytical estimates. Our results were obtained assuming that packets have a geometric distribution with parameter $q = 0.99$. As shown in Table 4, in all the experiments the simulation confidence interval (confidence level 90%) contains the analytical estimate.

The results presented in Table 4 also hold for other $q$ values. Our analytical estimates do not depend on $q$, while simulative results do not indicate any significant variation for other $q$ values.

### 3.2 Capacity results

Since $P_{mac} = \frac{m}{t_c}$, from Equation (3) and Lemma 3 the protocol capacity can be derived.

By computing the average contention window size, and hence $p_c$ with the algorithm presented in Section 3.1, we can now evaluate the MAC protocol capacity.

Figure 4 plots the MAC protocol capacity for three network configurations ($M=10, 50$ and $100$) and several average packet lengths ranging from 2 slots ($q=0.5$) to 100 slots ($q=0.99$). For each network configuration the figure reports both the analytical and simulative estimates. The results obtained indicate that:

1) our analytical model provides a close approximation of the real behavior, and in all experiments the analytical results are slightly higher than the simulative results.

2) as expected the capacity decreases when $M$ increases. This is obviously due to the increase in the collision probability as the backoff mechanism does not take into consideration the number of active stations.

3) for short packets the capacity is very much affected by the protocol overhead (e.g., DIFS, SIFS and ACK).

![Figure 4: IEEE 802.11 MAC protocol capacity (analytic and simulative estimates)](image)

In the next sections we will show how to improve the protocol efficiency by modifying the backoff mechanism.

### 4. Analytical bounds on the MAC protocol capacity

As the capacity is the ratio between the average packet length and the average virtual transmission time, for a given packet length distribution its maximum value corresponds to the minimum value of the average virtual transmission time.

In this section we identify the theoretical upper bounds on the MAC protocol capacity. Specifically, these bounds are obtained by minimizing the analytical formula of the average virtual transmission time. As shown by the formulas derived in Section 3, $t_c$ is a function of $M, p, q$. Our study is performed by fixing the $M$ and $q$ values, and analyzing the relationship between $t_c$ and $p$. With standard techniques we found the $p$ value that provides the minimum of the $t_c(p)$ function. Figure 5 shows the $t_c(p)$ function for $q=0.99$ and several $M$ values.

![Figure 5: $t_c(p)$ function for several $M$ values ($q=0.99$)](image)

For “low” $p$ values the high $t_c$ value is mainly due to the high number of empty slots before a transmission. Obviously, in this case, the probability that two stations start transmitting at the same time is negligible. At the other extreme (high $p$ values) we have a significant number of collisions before a successful transmission. The minimum of $t_c$ corresponds to a $p$ value for which these two effects are “balanced”.

![Figure 6: Analytical bounds Vs IEEE 802.11 capacity](image)
In Table 5 and in Figure 6 we compare, for several network configurations, the IEEE 802.11 capacity with the analytical bounds. The table also reports the value of $p$ that maximizes the analytical estimate of the capacity ($p_{\text{mn}}$). The results show that for almost all configurations the IEEE 802.11 capacity can be improved significantly.

As highlighted by Figure 6, the distance between the IEEE 802.11 and the analytical bound increases with $M$. Table 5 also indicates that the analytical bound for a given $q$ value, is obtained with a quasi constant $p_{\text{mn}} \cdot M$ value, i.e., the average number of stations which transmit in a slot is quasi-constant. In the IEEE 802.11 protocol, due to its backoff algorithm, the average number of stations which transmit in a slot increases with $M$ and this causes an increase in the collision probability.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$q$</th>
<th>$p_{\text{mn}}$</th>
<th>$\rho_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.5</td>
<td>0.00512421</td>
<td>0.20431174</td>
</tr>
<tr>
<td>100</td>
<td>0.6</td>
<td>0.0082653</td>
<td>0.23756202</td>
</tr>
<tr>
<td>100</td>
<td>0.7</td>
<td>0.00443964</td>
<td>0.2846589</td>
</tr>
<tr>
<td>100</td>
<td>0.8</td>
<td>0.00389767</td>
<td>0.35730709</td>
</tr>
<tr>
<td>100</td>
<td>0.9</td>
<td>0.00302636</td>
<td>0.48884906</td>
</tr>
<tr>
<td>100</td>
<td>0.99</td>
<td>0.00110992</td>
<td>0.81975716</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>0.01027588</td>
<td>0.20480214</td>
</tr>
<tr>
<td>50</td>
<td>0.6</td>
<td>0.00968063</td>
<td>0.23812105</td>
</tr>
<tr>
<td>50</td>
<td>0.7</td>
<td>0.00890659</td>
<td>0.28529364</td>
</tr>
<tr>
<td>50</td>
<td>0.8</td>
<td>0.00782155</td>
<td>0.35807023</td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>0.00607569</td>
<td>0.48974405</td>
</tr>
<tr>
<td>50</td>
<td>0.99</td>
<td>0.00221207</td>
<td>0.82040270</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.05253845</td>
<td>0.20887438</td>
</tr>
<tr>
<td>10</td>
<td>0.6</td>
<td>0.04956775</td>
<td>0.24276302</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>0.04568773</td>
<td>0.29067145</td>
</tr>
<tr>
<td>10</td>
<td>0.8</td>
<td>0.04021934</td>
<td>0.36440306</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>0.03155553</td>
<td>0.49716024</td>
</tr>
<tr>
<td>10</td>
<td>0.99</td>
<td>0.01149814</td>
<td>0.82571810</td>
</tr>
</tbody>
</table>

It is worth noting the differences between the IEEE 802.11 MAC protocol (basically a CSMA protocol) and a CSMA MAC protocol with the collision detection mechanism [Ham 88]. In the former case, for a given $M$, by increasing the packet length (i.e., the $q$ value) we obtain a decrease in the optimal $p$ value. This is because, in this case, increasing $q$ causes an increase in the collision part of the $r_{i}$; hence the balance point is obtained by reducing the collision probability. On the other hand, in a CSMA/CD protocol the collision cost does not depend on the packet length [Con 97b].

5. Improving IEEE 802.11 Capacity

The results presented in the previous section indicate that the IEEE 802.11 protocol is very far from its theoretical limits. Specifically, the critical point is the average backoff time which, as pointed out before, uniquely identifies the $p$ parameter value. This is confirmed by Figure 7 in which we compare the capacity (estimated via simulation) of a protocol equal to the IEEE 802.11 protocol but with a constant contention window size equal to the optimal value: $2/p_{\text{mn}} - 1$, where the $p_{\text{mn}}$ value is taken from Table 5.

The results presented in Figure 7 show that the IEEE 802.11, with an appropriate setting of the contention window size (optimal window size), can reach the maximum theoretical efficiency. However, the $p_{\text{mn}}$ value and hence the optimal window size depends on both the $M$ and $q$ values, and this implies that the optimal window size depends on the network load. Thus to approach the theoretical maximum efficiency the contention window size must be computed at run time by estimating the $M$ and $q$ values.

In the next section we assume that the value of $M$ is known. This assumption will be relaxed in Sections 5.2 and 5.3.

5.1 Improving IEEE 802.11 Capacity when $M$ is known

In this section we focus on an IEEE 802.11 protocol with a constant window size (IEEE 802.11+ for short), and we define a distributed algorithm, implemented by each station, to compute at run time the window size that approximates the theoretical behavior.

As mentioned in the previous section, to approach the theoretical capacity the $p_{\text{mn}}$ value needs to be estimated. In principle by observing the channel status a station can estimate the average collision length and the average number of collisions. Then with a minimization algorithm it can obtain an estimate of $p_{\text{mn}}$. However, this is very complex from a computational standpoint and it is not suitable for a run-time computation. To overcome this problem, here we present a heuristic but simple approach for approximating $p_{\text{mn}}$. Our heuristic is based on the observation that the values of $p$ lower than $p_{\text{mn}}$ correspond to the cases in which the average virtual time is mainly determined by the $E[\text{Idle}_{-}p]$, while $p$ values greater than $p_{\text{mn}}$ correspond to an average virtual time caused
above all by collisions. Hence we propose to approximate \( p_{\text{min}} \) with the \( p \) value that satisfies the following relationship:

\[
E[\text{Coll}]. E[N_i] = (E[N_i] + 1). E[\text{Idle}_p] . t_{idle}.
\]

To further simplify the computation, it is worth noting that for \( p \) values close to \( p_{\text{min}} \) the distribution of the number of colliding stations is almost stationary, and hence \( E[\text{Coll}] \) is almost constant. To exploit this in the computation we rewrite (8) as

\[
E[\text{Coll}] = \Phi(\text{Idle}_p, N_i)
\]

where

\[
\Phi(\text{Idle}_p, N_i) = \frac{(E[N_i] + 1). E[\text{Idle}_p] . t_{idle}}{E[N_i]}
\]

Figure 8 shows, for \( q=0.99 \) and \( M=100 \), the relationship between \( E[\text{Coll}] \) and \( \Phi(\text{Idle}_p, N_i) \) for the values around the “equilibrium point”

![Graph showing relationship between \( E[\text{Coll}] \) and \( \Phi(\text{Idle}_p, N_i) \) for \( q=0.99 \) and \( M=100 \).]

**Figure 8: \( p_{\text{min}} \) estimate**

In the IEEE 802.11+ each station at the start up time sets the contention window equal to the minimum value of the standard (32 in this paper). The size of the contention window is updated at the end of each virtual time which contains at least one collision. To update the contention window each station runs the algorithm which estimates \( p_{\text{min}} \). From \( p_{\text{min}} \) an estimate of the target window size is obtained (i.e., \( 2/p_{\text{min}} - 1 \)) which is used to update the current estimate of the window size (\( \text{current}_\text{cw} \) in the following) using the following formula:

\[
\text{current}_\text{cw} = \alpha . \text{current}_\text{cw} + (1 - \alpha) . \left( \frac{2}{\text{current}_\text{cw}} - 1 \right)
\]

where \( \alpha \) is a smoothing factor.

A detailed description of the \( p_{\text{min}} \) estimation algorithm is reported in [Cal 97].

To evaluate the capacity of the IEEE 802.11+ protocol we simulate its behavior for several \( M \) and \( q \) values. The results obtained are plotted in Figure 9, which compares the IEEE 802.11 and IEEE 802.11+ protocols’ capacity with the theoretical bounds. The graphs indicate that the IEEE 802.11+ protocol markedly improves the standard performance and is always very close to the theoretical bounds.

### 5.2 IEEE 802.11+ Capacity when \( M \) is wrong

The results presented in the previous figures indicate that the behavior of the IEEE 802.11+ protocol is almost ideal if the number of active stations in the network is equal to the value of \( M \) used in the \( p_{\text{min}} \) estimation algorithm. This is a strong assumption as, in a real network, the number of active stations is extremely variable. In the following we analyze the sensitivity of the IEEE 802.11+ capacity to the number of active stations. Specifically, the IEEE 802.11+ protocol behaves by assuming a constant \( M \) value equal to the maximum number of possible active stations in the network (\( M=100 \) in our experiments), while the real number of active stations is significantly lower (10 and 50 in our experiments).

![Graph comparing capacity with number of active stations for \( M=10 \), \( M=50 \), and \( M=100 \).]

**Figure 10: IEEE 802.11+ Capacity sensitivity to the \( M \) value**

The results presented in Figure 10 indicate that the efficiency of the protocol remains very close to the theoretical bound even when \( M \) is two times greater than the real number of active stations. Furthermore, in this case even though the IEEE 802.11+ protocol makes the wrong estimate of the number of active stations, it is still more efficient than the standard protocol. Further increasing the error in the estimation of the number of active stations may significantly degrade the IEEE 802.11+ protocol’s efficiency. For example, in the extreme cases, 10 active stations, in which the IEEE 802.11 capacity is close to the theoretical bounds, assuming \( M=100 \) makes the
IEEE 802.11+ capacity unacceptable. Thus we can conclude that, without a run-time estimate of the number of active stations, the IEEE 802.11+ protocol does not always perform better than the standard. For this reason in the next section we extend the IEEE 802.11+ protocol with a simple algorithm which estimates the number of active stations.

5.3 Run-time estimate of the $M$ parameter value

In [Bia 96] an approximate method is proposed for estimating at run-time the number of active stations. Here, by exploiting our analytical formulas we are able to exactly compute the number of active stations provided that the average number of the empty slots in a virtual transmission time is known. Specifically, by denoting with $\text{Total \_Idle \_p}$ the average number of empty slots in a virtual transmission time, from the formulas derived in Lemma 3, we have

$$\text{Total \_Idle \_p} = (E[N_e] + 1) \cdot E[\text{Idle \_p}] = \frac{1 - p}{M \cdot p},$$

from which

$$M = \frac{1 - p}{p \cdot \text{Total \_Idle \_p}}.$$  \hspace{1cm} (10)

Since each network station can estimate (by observing the channel status) the number of empty slots in a virtual transmission time, from (10) the parameter $M$ can be tuned at run-time. Note that the value of the $p$ parameter which appears in (10) is evaluated according to the algorithm presented in [Cal 97].

Figure 11 presents the curves (related to 10 stations) already plotted in Figure 10 plus the curve tagged “IEEE 802.11+ with estimated $M$”. This additional curve is obtained (via simulation) by starting the network simulation with $M=100$ and 10 active stations. During the simulation, each station updates the $M$ values by using (10). The figure shows that estimating the number of active stations according to (10) solves the inefficiencies of the IEEE 802.11+ protocol caused by an erroneous $M$ value.

![Graph showing IEEE 802.11+ Capacity when $M$ is estimated at run-time](image)
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