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Abstract— An analytical model is developed for cellular net-
works with a combined adaptive bandwidth allocation and traffic-
restriction mechanism. Instead of focusing only on the bandwidth
utilization and forced-termination probability, we derive two im-
portant Quality-of-Service (QoS) metrics, degradation ratio and
upgrade/degrade frequency. We show numerically that these two
metrics must be taken into account in order to support the QoS
specified by each client. The effects of system loads and clients’
mobility on system performance are also investigated. Even un-
der the various distributions of mobility, the simulation results are
shown to match our analytical results, implying the applicability
of our analytical model to more general cases.

I. INTRODUCTION

WITH the proliferation of wireless personal devices such
as laptops, PDAs, and mobile phones, the demand for

wireless communications has grown exponentially over the last
decade and is expected even more in the future. More and
more multimedia data are being transmitted via wireless media,
and such applications require diverse QoS. Due to the intrinsic
scarcity of wireless bandwidth, it is challenging to provide di-
verse QoS while achieving high bandwidth utilization. For ex-
ample, a system may allocate higher bandwidth for multimedia
applications to satisfy their QoS at the expense of rejecting new
calls that require less bandwidth. In order to enhance bandwidth
utilization while satisfying the QoS of existing connections, nu-
merous approaches have been proposed. A graceful degrada-
tion mechanism is proposed by Singh [1] to increase bandwidth
utilization by adaptively adjusting bandwidth allocation accord-
ing to the user-specified loss profiles. For most multimedia ap-
plications (e.g., voice, video telephony or video conferencing),
service can be degraded in case of congestion as long as it is still
within the pre-specified tolerable range. Take video telephony
as an example: generic video telephony may require over 40
Kbps but low-motion video telephony requiring about 25 Kbps
is acceptable [2]. Thus, a system could free some channels for
new calls by lowering the QoS levels of ongoing calls. Sen et
al. [2] proposed an optimal degradation strategy by maximiz-
ing a revenue function. Sherif et al. [3] proposed an adaptive
resource allocation algorithm to maximize bandwidth utiliza-
tion and tried to achieve fairness with a generic algorithm. In
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these papers, system performance, in terms of bandwidth uti-
lization or service provider’s revenue, can be improved signif-
icantly by graceful QoS degradation. However, they did not
provide any analysis for service degradation of individual calls,
which is crucial to QoS provision. Kwon et al. [4] derived a
degradation period ratio under the assumption that the degra-
dation probability and mean degradation time are kept intact
in all degradation states. However, we show that these metrics
are dependent on the degradation state in which a given call re-
sides, and hence, derive a new degradation ratio. Moreover, it is
shown numerically that the degradation ratio does not suffice to
reflect the QoS guarantees given to individual calls. Frequently
switching among the different degradation levels may be even
worse than a large degradation ratio [5]. So, we also derive a
formula for switching QoS levels.

Another important issue in wireless communication is the
forced-termination (or call dropping) probability. In case of
shortage of bandwidth, hand-off calls may be dropped, thus
compromising their QoS. In order to prevent ongoing calls from
potential dropping/termination, Lin et al. [6] gave priority to
hand-off calls over new calls, such that the forced-termination
probability is improved without seriously degrading the block-
ing probability of new calls. Naghshineh et al. [7] proposed
a distributed call admission control scheme by estimating the
possible number of hand-off calls from adjacent cells. Vari-
ous reservation-based admission control schemes (or so called
Guard Channels) have also been proposed to reduce the prob-
ability of terminating ongoing or hand-off calls [8], [9]. Some
optimal solutions subject to different constraints have also been
proposed in [10], [11]. Slightly different from the reservation-
based call admission control (CAC), once the system load ex-
ceeds a predefined threshold, we restrict the traffic of newly-
initiated calls so as not to drop hand-off calls.

In this paper, we derive an analytical model for the com-
bined graceful degradation and traffic restriction mechanism.
This model is based on four QoS metrics: blocking probabil-
ity, forced-termination probability, degradation ratio, and up-
grade/degrade frequency. This study provides an analytical
framework for predictive or adaptive bandwidth allocation al-
gorithms [12], [13], and helps decide the operation region based
on some desired criteria.

Our scheme can be built on various wireless architectures.
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For a DS-CDMA system, the multi-code CDMA [14] can be
used for service degrade/upgrade; for a FH-TDMA system
(e.g., Bluetooth), service degrade/upgrade can be achieved by
adequate assignment of time slots (i.e., polling policy) [15]. Re-
source allocation that considers channel deficits in the wireless
media, is also related to our scheme, but it is beyond the scope
of this paper. Interested readers may refer to [16], [17] for time-
slot assignment and [12] for CDMA systems.

The rest of this paper is organized as follows. In Section II,
the system environment and the assumptions used in this paper
are introduced. Section III provides an analytical model for the
proposed scheme, and the QoS metrics mentioned above are
derived. The numerical analysis results based on the analytical
model are presented in Section IV, while Section V discusses
the simulation results. Finally, conclusions are drawn and di-
rection of our future work is discussed in Section VI.

II. SYSTEM DESCRIPTION AND ASSUMPTIONS

We consider a cellular network (Figure 1), in which a mobile
communicates with others via a base station while residing in
the cell of that base station. When a mobile leaves a cell, it
could be either successfully handed off, or dropped in case of
shortage of channels in the new cell. Since dropping hand-off
calls is usually less desirable and less tolerable than blocking
newly-initiated calls, hand-off calls are given priority over new
calls. This is achieved by restricting new incoming calls into
the system once the system load exceeds a certain threshold.
Obviously, this threshold is a design parameter, and one of the
objectives in this paper is to determine the proper value of this
threshold. Moreover, we assume that each call could receive
degraded service as long as this degraded service is within the
user-specified QoS profile. Therefore, once the total required
channels exceed the cell capacity (or the total available chan-
nels in that cell), the system may try to degrade the QoS of
some existing calls in order to admit more (both new and hand-
off) calls, hence reducing the blocking or forced-termination
probability.

In this paper, we assume that the call arrival process is Pois-
son with the new call arrival rate λ0, and the call-holding time is
exponentially distributed with mean 1

µ0
. To evaluate the effects

of user mobility on system performance, the call sojourn time,
which is the time a call spends in a cell, is also taken into ac-
count and is assumed to be exponentially-distributed with mean
1
η as in [10], [11], [18] for mathematical tractibility. However,
we will show by simulation in Section V that the formulations
for QoS metrics derived under this model are still valid even
using different mobility distributions.

Under these assumptions, the hand-off rate can be derived as
in [6]:

λh =
η(1 − pb)
µ0 + ηpf

λ0, (1)

where pf is the forced-termination probability of hand-off calls
and pb is the blocking probability of new calls. The channel-
occupancy time of an admitted call in a cell is the minimum of
the remaining call-holding time and call sojourn time. Since
we assume that both call-holding time and call sojourn time

Call is completed in cell j

.
.

.

Call is initialized in cell 0

Call is handed off or dropped

0

j

Fig. 1. A wireless cellular network

are exponentially-distributed, the distribution of channel occu-
pancy time is

fc0 = (µ0 + η)e−(µ0+η)t. (2)

Under this degradation scheme, both call blocking and forced-
termination probabilities are improved. However, some calls
may receive severely degraded service. In the following sec-
tion, we investigate the tradeoff among the QoS metrics, espe-
cially between the call blocking probability and the other three
QoS metrics.

III. SYSTEM ANALYSIS

In the analytical model described below, we assume that each
call receives either full or degraded service, depending on the
system load at the time of its arrival. To simplify the analysis
without loss of generality, we also assume that the number of
channels required by full service is twice the number of chan-
nels required by degraded service (degraded service only re-
quires one unit of channel). If a call can be admitted but there
are not enough idle channels for full service, one of the existing
full-service calls is randomly chosen to be degraded and the re-
leased channel is allocated to the new call. On the other hand,
the released channels of a departing call are randomly reallo-
cated to the ongoing calls that receive the degraded service. A
generalization for a multi-level degradable service is also given
at the end of this section.

A. Stationary distribution of the number of calls in a cell

The number of calls in a cell equipped with N channels
can be simply modeled as a one-dimensional Markov chain
Xt = (m,n) as shown in Figure 2, where m is the number
of calls receiving full service and n is the number of degraded
calls. However, due to different admission policies (i.e., re-
striction thresholds), the effective call arrival rate which results
in state transitions may vary. If new calls are not differenti-
ated from hand-off calls (i.e., hand-off calls from adjacent cells
are regarded as newly-initiated calls in this cell), the station-
ary distribution of the number of calls in a cell can be obtained
by Erlang’s formula by setting the arrival rate λi to λ0 + λh
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Fig. 2. State transitions of the number of calls in one cell

(the new call arrival rate plus hand-off rate) and service rate
µi to i · (µ0 + η) (as suggested in Section II). If the traffic re-
striction is applied to the new calls and the restriction thresh-
old is set at state (m′, n′ = 0) (which may result in a higher
blocking probability and under-utilization of resources), then
λi = λ0 + λh for i < m′ and λi = λh for other states. If
the restriction threshold is set at state (m′, n′ �= 0) (which may
result in a higher forced-termination probability and severely
degraded service), then λi = λ0 + λh for i < m′ + n′ and
λi = λh for i ≥ m′ + n′. In these cases, the stationary distri-
bution can still be obtained as a general Erlang’s formula with
variable arrival rates. The stationary distribution is given as:

πm,n =
1

∑N
i=0

∏i−1

k=0
λk

µii!

×
∏m+n−1

k=0 λk

µm+n(m+ n)!
, (3)

where µ = µ0 + η. In either case, the blocking probability pb

is
∑N

i+j=m′+n′ πi,j , and the forced-termination probability pf

is π0,N , which can be obtained from Eq. (3).
Thanks to the assumptions of homogeneous cells, Poisson

arrival process and exponential channel occupancy time, the
statistics for all cells are identical and independent, so the anal-
ysis of only one cell is statistically sufficient. Moreover, this
stationary distribution is also the probability distribution of the
number of calls observed at the time of each call’s arrival.

B. QoS metrics

In a system with degradable service, a call may receive full or
degraded service, depending on the system load at the time of
its arrival (this probability is given in the previous subsection).
Even if a call receives full service upon its arrival, it can be
degraded when the system tries to accept more calls. From the
users’ perspectives, this may raise two important questions: (1)
how long does a call receive full service or degraded service?,
and (2) how often does the QoS level switch? Even though
these two questions may be inter-related, the first question does
not necessarily imply the second, or vice versa. Therefore, the
QoS metrics associated with these two questions, degradation
ratio and upgrade/degrade frequency, are defined as follows.

• Degradation ratio (DR): the ratio of the time a call re-
ceives degraded service to the total channel occupancy
time in each cell.

• Upgrade/degrade frequency (UDF): the frequency of
switching between full and degraded service by an admit-
ted call.

In order to analytically derive these two QoS metrics, we build a
discrete-time Markov chain Yt = (m,n) that models the evolu-
tion of any arbitrary call (C) which is admitted to a cell, where
m is the number of full-service calls and n is the number of
degraded-service calls observed at the time of a new call arrival

or the time of a call departure when call C is in the system.
However, the call C may receive full service or degraded ser-
vice, so we should distinguish these situations as follows.

1) If call C arrives and the system is fully-occupied (e.g.,
Xt = (N

2 − i, 2i), i = 0, 1, . . . , N
2 − 1), it will receive

degraded service and we denote Yt = di(N
2 −i−1, 2i+2)

( ‘d’ for ‘degraded service’). On the other hand, if call C
receives degraded service (e.g., Yt = di(N

2 − i, 2i), i =
1, . . . , N

2 ) but it is upgraded due to the departure of any
other existing calls, then Yt = fi(N

2 − i + 1, 2i − 2) (
‘f’ for ‘full service’). Since call C always receives full-
service whenXt = (j, 0), j = 0, 1, . . . , N

2 −1, we denote
Yt = fj(j, 0), j = 1, 2, . . . , N

2 for these cases.
2) Completion state (A): either the hand-off or completion

of servicing callC will lead to the completion state. Once
call C enters this state, it returns the allocated channels
back to the system (e.g., it is leaving the cell). Obviously,
this is an absorption state.

The resulting embedded Markov chain is shown in Figure 3
with the transition probabilities described below.

Consider the admitted call C in any state. Three different
events may occur: arrival of a new call, departure of call C or
departure of any other existing calls. We need to differentiate
several situations in order to calculate the transition probabili-
ties as follows.

• For state fi (m = i, n = 0), all existing calls receive full
service. Three transition probabilities in these states are
Pfi,fi+1 = λi

λi+iµ , Pfi,A = µ
λi+iµ and Pfi,fi−1 = (i−1)µ

λi+iµ

for 1 ≤ i ≤ N
2 − 1.

• For state fi (m = N − i, n = 2i − N) where N
2 ≤ i ≤

N − 1, an arrival of a new call may result in two differ-
ent transitions. One is that call C is degraded such that
the state transits to degraded state di−N

2 +1. The other is
that C is not degraded so that the state transits to fi+1.
The associated transition probabilities are Pfi,di− N

2 +1
=

λi

(N−i)(λi+iµ) and Pfi,fi+1 = (N−i−1)λi

(N−i)(λi+iµ) , respectively.
The other transition probabilities are Pfi,A = µ

(λi+iµ) and

Pfi,fi−1 = (i−1)µ
(λi+iµ) .

• For state di (m = N ′ − i, n = 2i) where 1 ≤ i ≤
N ′ = N

2 , the departure of any other calls may result in
two different transitions. One is that C is upgraded be-
cause of the others’ departure such that the state transits to
fi+N ′−1. The other is that C continues receiving degraded
service and the state transits to di−1. The associated tran-
sition probabilities are Pdi,fi+N′−1

= N ′
i

µ
λi+N′+(N ′+i)µ

and Pdi,di−1 = (1− 1
i )(N

′ + i) µ
λi+N′+(N ′+i)µ . The other

transition probabilities are Pdi,di+1 = λi+N′
λi+N′+(N ′+i)µ and
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Fig. 3. State transitions of a call admitted into any cell

Pdi,A = µ
[λi+N′+(N ′+i)µ] .

• Note that λN = 0.

C. Degradation ratio

We now derive the DR based on the modified Markov chain
shown in Figure 3. First, we need to derive Nj , the number of
visits to state j before entering the completion state A, given
that the initial state is i:

Ei(Nj) = Ei[
∞∑

n=0

1{Yn=j}] =
∞∑

n=0

Pij(n), (4)

where Yn is the state after the n-th transition and Pij(n) is
the n-step transition probability from state i to state j. The∑∞

n=0 Pij(n) is also the (i, j)-th element of potential matrix
G, which can be obtained by the following equation:

G =
∞∑

n=0

Pn. (5)

P is the transition matrix of the modified Markov chain shown
in Figure 3 and can be written as

P =
[

1 0
TA TT

]
,

where TT is the restriction of P to the transient set T =
{f1, f2, . . . , fN−1, d1, d2, . . . , dN ′} and how to find these ele-
ments is treated in the previous section. Since we only consider
the number of visits to the transient states before entering the
completion state A, the potential matrix can be rewritten as

G =
[

1 0
F S

]
,

where S =
∑∞

n=0 T
n
T and Ei(Nj) is just the (i, j)-th element

of matrix S. By matrix manipulation, S can be computed by
the following equation [19],

S = (I − TT)−1. (6)

Next, we define the expected degradation time given that the
initial state is i

Td,i =
∑

dj∈{degraded class}
Ei(Ndj

)Tsojourn,dj
. (7)

Tsojourn,dj
= 1

λj+N′+(j+N ′)∗µ is the mean sojourn time in

state dj for 1 ≤ j ≤ N ′. Then, the degradation ratio can be
computed as

DR =
N ′−1∑
i=0

µπi,0Td,i+1 +
N−1∑
i=N ′

µπN−i,2i−NTd,i−N ′+1, (8)

where πm,n is given in Eq. (3).

D. Upgrade/degrade frequency

Let’s consider how to derive UDF. As shown in Figure 3,
there are two levels of service a call may receive: full or de-
graded service. The QoS metric of interest is the average num-
ber of times the QoS level changes per unit time between these
two service levels:

UDF =
Nfull→degraded +Ndegraded→full

mean occupancy time in a cell
.

We use the first-step analysis to compute this metric as follows.
Let Di be the number of switches between two service levels,
Cf and Cd, given that the initial state is i. (Note that transition
Cf → Cd is service degradation and transition Cd → Cf is ser-
vice upgrade.) By the first-step analysis, the following system
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of linear equations can be obtained:




E(Df1) = Pf1,f2E(Df2)
E(Dfi) = Pfi,fi−1E(Dfi−1) + Pfi,fi+1E(Dfi+1)

for i=2,3,. . . ,N ′ − 1
E(Dfi) = Pfi,fi−1E(Dfi−1) + Pfi,fi+1E(Dfi+1

+Pfi,di−N′+1
[1 + E(Ddi−N′+1

)]
for i=N ′,....,N − 1

E(Dd1) = Pd1,fN′ [1 + E(DfN′ )] + Pd1,d2E(Dd2)
E(Ddi

) = Pdi,fi+N′−1
[1 + E(Dfi+N′−1

)]
+Pdi,di−1E(Ddi−1) + Pdi,di+1E(Ddi+1)
for i=2,...N ′ − 1

E(DdN′ ) = PdN′ ,f2N′−1
[1 + E(Df2N′−1

)]
+PdN′ ,dN′−1

E(DdN′−1
)

The solution to this system of linear equations can be computed
as

E = (I − TT)−1C, (9)

where C is the column vector with the i-th element equal to
Pfi,di−N′+1

for 1 ≤ i ≤ N − 1 or Pdi−N ,fi−N′−1
for N + 1 ≤

i ≤ 3
2N . By using Eq. (6), the matrix E can be rewritten as

E = SC. (10)

UDF can then be obtained as:

UDF =
N ′−1∑
i=0

µπi,0E(Dfi+1)+
N−1∑
i=N ′

µπN−i,2i−NE(Ddi−N′+1
).

(11)
Note that the DR and UDF derived so far are the QoS met-

rics a hand-off call may experience in each cell. The values of
these QoS metrics for a call in the cell where the call was initi-
ated, are different, but similar formulas can still be derived by
considering the restriction threshold,

DR
I

=
min(j,N ′−1)∑

i=0

µπi,0Td,i+1

+
j−1∑

i=min(j,N ′)

µπN−i,2i−NTd,i−N ′+1

UDF
I

=
min(j,N ′−1)∑

i=0

µπi,0E(Dfi+1)

+
j−1∑

i=min(j,N ′)

µπN−i,2i−NE(Ddi−N′+1
),

where j is the restriction threshold, and DRI and UDFI are the
QoS metrics for a call in the cell where the call was initiated.

E. Generalization for multi-level degradable service

In this subsection, we consider multi-level service with min-
imum bandwidth requirement, W1 = Wmin channels, and
maximum bandwidth requirement, WK = Wmax channels
(full-service). Any amount of bandwidth allocation between

them is deemed acceptable. The state should be modified as
Yt = L(i)(n1, n2, . . . , nK), where nk is the number of the
level-k calls when call C is receiving the level-i service. The
single-step transition matrix P (or more precisely, TT, the re-
striction of P to the transient set) can be obtained as in the pre-
vious subsection according to degrade/upgrade algorithm de-
scribed below. The equations for the QoS metrics in the previ-
ous subsections can be directly applied once TT is calculated.

Let Wa be the number of available channels, Ni be the num-
ber of calls with i units of channels, where Wmin ≤ i ≤ Wmax

and N
T

be the total number of existing calls in the system at the
time of a call’s arrival. The degradation algorithm is presented
in Figure 4.

01. if (Wa ≥ Wmin)
02. Wallocated = min(Wmax,Wa)
03. elseif (Wa ≤ Wmin & (N −N

T
∗Wmin) ≥ Wmin){

04. Wallocated = 0.
05. for (i = Wmax, i > Wmin, i−−)
05. while (Wallocated < Wmin & Ni > 0) {
06. Randomly degrade one of the Ni calls

by one unit of channel.
07. Ni = Ni − 1;
08. Ni−1 = Ni−1 + 1;
09. Wallocated = Wallocated + 1; }}
10. else
11. Reject the call request.

Fig. 4. A pseudo-code of the bandwidth degradation algorithm

Allocating only Wmin units of channels when there is a
shortage of bandwidth, minimizes the need to switch the QoS
levels of the existing calls, and hence, a smaller UDF can be
achieved without compromising the DR. Fairness is also con-
sidered by randomly choosing the calls to be degraded. The
corresponding upgrade algorithm is described as follows. Let
Wr be the channels that the departing call (either handed off to
an adjacent cell, or completion of service) returns to the cell.
The released channels are randomly reallocated to the ongoing
calls as shown in Figure 5.

01. for (i = Wmin, i < Wmax, i+ +);
02. while (Wr > 0 & Ni > 0) {
03. Randomly upgrade one of the Ni calls

by one unit of channel.
04. Ni = Ni − 1.
05. Ni+1 = Ni+1 + 1.
06. Wr = Wr − 1.
07. }

Fig. 5. A pseudo-code of the bandwidth upgrade algorithm

Since the system supports the multi-level service, instead of us-
ing DR as one of the QoS metrics, a weighted DR should be
used, as there are (Wmax − Wmin + 1) QoS levels. The re-
sulting DR can still be obtained by Eq. (8) with the weighted
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degradation time

T ′
d,i =

∑
dj

Wmax −Wdj

Wmax
Ei(Ndj )Tsojourn,dj , (12)

where dj is a degraded QoS level and Wj is the allocated band-
width (in units of channels) in that degraded QoS level.

IV. NUMERICAL RESULTS

We consider a cellular network, in which each cell has 40
units of channels. The arrival process of new calls is assumed
to be Poisson, and the call-holding and call-sojourn times are
exponentially-distributed. The formula for the resulting hand-
off rate and channel-occupancy time can be found in Eqs. (1)
and (2). For illustrative purposes, it is assumed that each full
service requires 2 units of channels and each degraded service
requires only 1 unit of channel. As we pointed out in the previ-
ous section, this model can be applied to any degradable service
with bandwidth allocation between Wmin and Wmax.

Four QoS metrics — blocking probability of new calls (Pb),
forced-termination probability of hand-off calls (Pf ), degrada-
tion ratio (DR) and upgrade/degrade frequency (UDF) — are
evaluated. Since the call-arrival rate, call-holding time, and mo-
bility (= 1

η ) of each call could significantly affect these metrics,
three sets of numerical results are shown for these factors un-
der various settings of the restriction threshold. The restriction
threshold (defined as m′ + n′ in Section III) ranges from 1 to
40 in each numerical analysis. If the restriction threshold is 1,
the traffic restriction is applied at state (1, 0) and higher states
as shown in Figure 2, and at most one newly-initiated call could
be admitted into the system (e.g., most calls in cells are hand-off
calls from the adjacent cells). On the other hand, if the restric-
tion threshold is 40, no channel is reserved for hand-off calls,
and there is no distinction between new and hand-off calls. Se-
lection of the restriction threshold under different traffic loads
is also discussed at the end of this section.

A. QoS metrics vs. call arrival rate

Figure 6 plots Pb and Pf under four call-arrival rates: λ =
20, 30, 40, 50 calls per unit time. The tradeoff between Pb and
Pf is obvious under different restriction thresholds. In the case
of light traffic (λ = 20) with a high restriction threshold, Pb and
Pf are negligible. Even in the case of heavy loads (λ = 50),
both Pb and Pf are still only 0.13 and 0.18, respectively (com-
pared to 0.45 without any degradation and traffic restriction).

Figure 7, however, shows that the decrease of Pf and Pb by
the degradation scheme results in severe service degradation
of individual calls. DR increases with the restriction thresh-
old under different loads and is higher than 0.8 in the case of
high loads and high restriction thresholds. UDF increases more
quickly than DR as the restriction threshold increases. Even
when the system reserves 40% of channels for hand-off calls,
UDF is still as high as 5 in the case of moderate traffic load.
A drop in UDF can also be observed in case of high loads and
high restrictions, because there is a sharp increase of Pf , and
consequently the hand-off rate may significantly decrease.
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Fig. 7. DR and UDF vs. call-arrival rate

B. QoS metrics vs. call-holding time

Figure 8 shows Pb and Pf under four different call-holding
times: 1

µ = 8, 4, 2, and 1 unit of time. In this case, the call-
arrival rate is 20 calls/unit of time. Pb is much more sensitive
to call-holding time than Pf . When the restriction threshold is
high (e.g., 35), the blocking probability is still large (e.g., 0.5
in case of µ = 0.25). But we still could simultaneously achieve
low probabilities with the help of service degradation, even in
the case of a larger call-holding time.

DR and UDF under the four call-holding times are plotted in
Figure 9. In the case of a larger call-holding time, both QoS
metrics show a drop when the threshold is high, because of the
sharp increase in the forced-termination probability as shown
in Figure 8. However, unlike DR, UDF tends to decrease with
the increase of call-holding time. In the case of a higher restric-
tion threshold (e.g., 35), the UDF value when µ = 1

8 is half of
that when µ = 1

2 . However, the UDF is not only dependent
on µ but also on the threshold as shown in Figure 9. When the
threshold is high and the call-holding time is longer, the ser-
vice switching due to the departures of other calls is lessened
and thus, the UDF decreases with the increase of call-holding
time. However, when the threshold is low (more new calls are
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Fig. 9. DR and UDF vs. call-holding time

blocked) and the call-holding time is shorter, the total traffic
load is smaller (note that λ is fixed in this subsection), and thus,
most calls would not interfere with one another, which results
in a smaller UDF. This explains the crossover of UDF under
different µ’s when the threshold increases. These different de-
pendencies on call-holding time also justify the need for con-
sidering both metrics.

C. QoS metrics vs. mobility

Figure 10 shows Pb and Pf under four different call-sojourn
times: 1

η = 0.5, 1, 2, and 4 units of time. In all cases, Pb and
Pf only slightly increase with mobility. Even in case of higher
mobility, both Pb and Pf can be as low as 0.1 or less with the
help of a high restriction threshold and service degradation.

DR and UDF are plotted in Figure 11, and these two metrics
exhibit inverse dependence on mobility. DR remains almost the
same under the different cases of mobility. However, UDF can
be three times larger in the case of higher mobility than in the
case of lower mobility (e.g., UDF≈ 6 when η = 2, but UDF≈ 2
when η = 1

4 , in the case of threshold=27). The reason for this is
that high mobility results in frequent switches between different
QoS levels, but the amount of time a call resides in each level
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Fig. 10. Pb and Pf vs. mobility
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Fig. 11. DR and UDF vs. mobility

is statistically the same. Therefore, we should consider both
DR and UDF for QoS provision. In the case of higher mobility,
UDF is the dominant factor of QoS for individual calls.

D. System operation region

There is an obvious tradeoff between the blocking probabil-
ity of new calls and the other QoS metrics under the proposed
degradation and restriction scheme. Therefore, there does not
exist an absolutely optimal operation point in terms of all of the
four parameters. Since the forced-termination probability rises
sharply only when the restriction threshold is close to the sys-
tem capacity, the possible choice of restriction threshold should
be between N

2 and N . If we only consider the blocking proba-
bility and forced-termination probability, the optimal operation
region should be very close to system capacity (e.g., the thresh-
old is 37 or 38 as shown in Figure 8). However, DR has a max-
imal value (≈ 0.8 in Figure 9), meaning that calls are severely
degraded. If we choose the threshold ≈ 25, DR can be signif-
icantly improved (from 0.8 to 0.4) with only a slight increase
of Pf by 0.12 (Pb is negligible and UDF is almost the same).
This means that admitted calls could receive much better ser-
vice at the expense of blocking only 12% more calls. The same
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Fig. 12. The cellular network used in simulation

conclusion can be drawn from the results in Figures 10 and 11.
Both DR and UDF decrease significantly (DR decreases from
0.6 to 0.1 in all cases, and UDF decreases from 6 to 3 in case of
high-mobility and from 2 to 0.8 in case of low-mobility) with an
increase of Pb less than 0.2 in most cases, if we set the threshold
close to one half of the system capacity, instead of setting to the
higher values. We show that if only Pb and Pf are considered,
even though we can simultaneous achieve low Pb and Pf , each
call endures severely degraded service and frequent switching
of service levels. By considering both DR and UDF, each call
can receive much better QoS (much smaller DR and much less
service switchings) without sacrificing Pf much.

As the numerical results shown in the previous subsection,
the choice of operation point may also vary under different traf-
fic loads and mobility. For example, if customers have longer
call-holding times, the operation point may be chosen to be
close to the system capacity. On the other hand, if the mo-
bility of customers is high, the operation point may be chosen
to be close to one half of the system capacity such that UDF is
acceptable, as suggested in the set of the third numerical results.

V. SIMULATION

A cellular network of 30 cells is used in our simulation. As
shown in Figure 12, the statistics of boundary cells (e.g., cells
7, 8, 9, 20) are not taken into account in the comparison with
the numerical analysis in the previous section. The call-arrival
process is still Poisson, call-holding time is exponentially-
distributed but the assumption of exponentially-distributed call
sojourn times is relaxed since the stochastic model for mobility
may still be arguable. For comparative purposes, we assume
that each cell has 40 units of channels. Both heavy-load (40
calls per unit of time) and light-load (20 calls per unit of time)
cases are considered. Three distributions of the call-sojourn
time — exponential, uniform, and normal distributions — are
considered with mean of 1 unit of time and variance of 1 (except
for the case of uniform distribution).

The simulation results are plotted in Figure 13. Both DR
and UDF are plotted with the numerical results in the previous
section (solid lines). In both cases, most of the simulation re-
sults are close to the numerical results (the largest error of DR
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Fig. 13. DR and UDF under different mobility models

is about 15% when the arrival rate is 40 and the threshold is
25, and the largest error of UDF is 18% when the arrival rate is
40 and the threshold is 20). A reason for this is that the num-
ber of cells is not infinite, and thus, the effect of the boundary
cells introduces the error. However, it is surprising to see the
phenomenon that, even the distribution of call-sojourn time is
uniformly- or normally- distributed, the results are still consis-
tent with the proposed analytical model. We conjecture that
the assumption of independent call-sojourn times in each cell
may possibly contribute to this result. Moreover, the insensi-
tivity of Pb, Pf and DR to different mobility values (as shown
in Figures 10 and 11) could also explain the independence of
performance metrics (except UDF) from mobility distributions.
This insensitivity to the distribution of mobility implies the ap-
plicability of our model to more general cases.

VI. CONCLUSIONS

In this paper, we derived an analytical model for wire-
less networks with adaptive bandwidth allocation and traffic-
restriction CAC. Four QoS metrics — blocking probabil-
ity, forced-termination probability, degradation ratio, and up-
grade/degrade frequency — are derived, and these formulas
can be directly applied to the case of multi-level QoS degra-
dation. Moreover, this study provides the analytical framework
for predictive or adaptive bandwidth allocation algorithms and
helps decide the operation point under different traffic condi-
tions. Using numerical analysis, we show the effects of call-
arrival rate, call-holding time, and mobility of users on these
QoS metrics and the importance of upgrade/degrade frequency
to QoS provision, especially with consideration of mobility.
Our simulation results indicate the applicability of our proposed
model to the general cases with different mobility models. With
this model, more complicated adaptive bandwidth allocation
schemes can be analyzed, and their impacts on QoS can also
be evaluated, which are matters of our future work.
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