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gcd(700,568)
    gcd(568, 132)
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        gcd(40, 12)
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                gcd(4, 0)
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Notice: The first argument decreases rapidly. At least a factor of 2 in two recursive calls.
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\begin{aligned}
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## Review Proof: step.

```
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    if y = 0 then return(x, 1, 0)
        else
            (d, a, b) := ext-gcd(y, mod (x,y))
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## Review Proof: step.

```
ext-gcd(x,y)
    if y = 0 then return(x, 1, 0)
        else
            (d, a, b) := ext-gcd(y, mod (x,y))
            return (d, b, a - floor(x/y) * b)
```

Recursively: $d=a y+b\left(x-\left\lfloor\frac{x}{y}\right\rfloor \cdot y\right) \Longrightarrow d=b x-\left(a-\left\lfloor\frac{x}{y}\right\rfloor b\right) y$
Returns $\left(d, b,\left(a-\left\lfloor\frac{x}{y}\right\rfloor \cdot b\right)\right)$.
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## Wrap-up

Conclusion: Can find multiplicative inverses in $O(n)$ time!
Very different from elementary school: try 1, try 2, try 3...
$2^{n / 2}$
Inverse of 500,000, 357 modulo 1,000,000,000,000? $\leq 80$
divisions.
versus 1,000,000
Internet Security.
Public Key Cryptography: 512 digits.
512 divisions vs.
$(10000000000000000000000000000000000000000000)^{5}$ divisions.
Next lecture!


[^0]:    ${ }^{1}$ Assume $d$ is $\operatorname{gcd}(x, y)$ by previous proof.

