CS70: Jean Walrand: Lecture 37.
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Gaussian RVs and CLT

Review: Continuous Probability
Normal Distribution

Central Limit Theorem
Confidence Intervals

Bayes’ Rule with Continuous RVs



Continuous Probability

—_

N o g k0N

. pdf: PriX e (x,x+ 68]] = fx(x)6.

CDF: PriX < x] = Fx(x) = [*_ fx(y)dy.

Ula, b], Expo(A), target.

Expectation: E[X] = [ xfx(x)dx.

Expectation of function: E[h(X)] = /. h(x)fx(x)dx.
Variance: var[X] = E[(X — E[X])?] = E[X?] - E[X]2.

Variance of Sum of Independent RVs: If X, are pairwise
independent, var[Xi +---+ Xy] = var[Xi] + - - + var[Xy]



Normal (Gaussian) Distribution.

For any u and o, a normal (aka Gaussian) random variable Y,
which we write as Y = .4/ (u, 6?), has pdf

1
2102

e (y—n)?/20%

fr(y) =

Standard normal has 1 =0 and ¢ = 1.

fy(y) AN

— Y
'+ 1.960

Jn
u+ 1.650

Note: Pr[|Y — u| > 1.656] = 10%; Pr[|Y — u| > 20] = 5%.



Scaling and Shifting

Theorem Let X =_.47(0,1)and Y =u+0cX. Then

Y =4 (k0%

Proof: fy(x) = ﬁexp{—%}. Now,

) = r2h

1 (v —u)?
Varo? P ez 1



Expectation, Variance.
Theorem If Y = _#(u,c?), then

E[Y] = u and var[Y] = 2.

Proof: It suffices to show the result for X = _47(0,1) since
Y=u+oX,...

Thus, fx(x) = \/% exp{—%
First note that E[X] = 0, by symmetry.

var[X] = E[Xz]_/ rexp{ —}dx
2 2
_ \/%/xdexp{z}:m/exp{);}dx by IBP!

- /fx(x)dx: 1. O

!Integration by Parts: [? fdg = [fg]5 — J? gaf.




Review: Law of Large Numbers.

Theorem: For any set of independent identically distributed random
variables, X;, A, = %ZX,- “tends to the mean.”

Say X; have expectation u = E(X;) and variance ¢2.

Mean of A, is u, and variance is 62/n.

Thus,

var[A, _ o®

5 — 0.
€ ne

Prl/An— | > €] <



Central Limit Theorem
Central Limit Theorem

Let Xy, X, ... be i.i.d. with E[X;] = u and var(X;) = 2. Define
g . An—p Xt +Xo—np
" o/vn ovn '

Then,
Sn— A(0,1),as N — oo.

That is,
1 o 2
PriS, < «a —>—/ e *"/2dx.
Sl Uam )

Proof: See EE126.
Note:



Cl for Mean

Let Xi,X>,... be i.i.d. with mean u and variance 2. Let

A, = X1+"'—|-Xn.
n

The CLT states that
An_ﬂ B Xi+-+Xn—
o/vn ov/n

Thus, for n>> 1, one has

H — A(0,1) as n— oo,

Ap—u
Pr[-2 < < 2] ~95%.
-2 < |l <2~ 95%
Equivalently,
Priu € [An— f A"+2\f]] ~ 95%.
That is,

A2 A+2 2

N ]|sa95% Cl for p.
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Cl for Mean

Let Xi,X>,... be i.i.d. with mean u and variance 2. Let

X+ + X

An = n
The CLT states that

Xi+-+Xn—nu
ovn

— A(0,1) as n— oo,

Also,

[An— JAn+2— ]|sa95% Cl for u.

f vn
Recall: Using Chebyshev, we found that

An ~45% A, +45 %
[ \/> n+ \/ﬁ

Thus, the CLT provides a smaller confidence interval.

] is a 95% — Cl for u.



Coins and normal.
Let X1, X>,... beii.d. B(p). Thus, X; +---+ X, = B(n,p).

Here, u =p and o = \/p(1 — p). CLT states that

[} F)

01

Xi+-+ Xp—

P, #(0,1).

p(1—p)n

PX=n)

Binomial(100, 0.1)

Binomial(100, 0.2)

Binomialf 100, .5)

120



Coins and normal.
Let X1, X,... beiid. B(p). Thus, X; +---+ X, = B(n,p).
Here, u = p and o = /p(1 —p). CLT states that

Xi +'ﬁ;('1+_X;);”p s #(0,1)
and o o
with A, = (X1 +---+ Xp)/n.
Hence,
[A,,-2\%,A,,+2\%] is a 95% — Cl for p.
Since 0 < 0.5,
0.5 o
[An— 2[ An+27] is a 95% — Cl for p.
Thus,

1

[An_ ﬁuAn

+\1m] is @ 95% — Cl for p.



Application: Polling.

How many people should one poll to estimate the fraction of votes
that will go for Trump?

Say we want to estimate that fraction within 3% (margin of error), with
95% confidence.

This means that if the fraction is p, we want an estimate p such that

Pr[p—0.03 < p < p+0.03] > 95%.

We choose p = X141 where X, = 1 if person m says she will vote
for Trump, 0 otherwise.
We assume Xy, are i.i.d. B(p).

Thus, p+ % is a 95%-confidence interval for p. We need

1
— =0.03,i.e., n=1112.
oo



Application: Testing Lightbulbs.

Assume that lightbulbs have i.i.d. Expo(A) lifetimes. We want to

make sure that A~! > 1. Say that we measure the average lifetime A,

of n=100 bulbs and we find that it is equal to 1.2.

What is the confidence that we have that A~! > 1? We have,
Ap—2~"
———— =Vn(AA,—1) = 4(0,1).
171/\/5 f( n ) ( ) )

Thus,
Prv/n(AAn—1) >v/n(A1.2—1)] = Pr[.#(0,1) > V/n(A1.2—1)].

If A=1 < 1, this probability is at most
Priy(0,1) > v/n(1.2—1)] = Pri#(0,1) > 2] = 2.5%.

Thus, we conclude that PriA~! > 1] > 97.5%.



Continuous RV and Bayes’ Rule
Example 1:

W.p. 1/2, X, Y are i.i.d. Expo(1) and w.p. 1/2, they are i.i.d. Expo(3).
Calculate E[Y|X = x].

Let B be the event that X € [x,x+ 6] where 0 < § < 1.

Let A be the event that X, Y are Expo(1).

Then,
(1/2)Pr[B|A] B exp{—x}é

PriAIB] (1/2)Pr{BIA]+(1/2)Pr[B|A] ~ exp{—x}d+3exp{-3x}5

- exp{—x} _ &

~ exp{—x}+3exp{—3x} 342X
Now,

E[YIX=x] = E[Y|AIPrlAIX =x]+E[Y|A]Pr[AlX = x]
B 2X
= 1xPrlAX =x]+(1/3)PrlA|X = x]... = ;:y.

We used Pr[Z € [x,x + 0]] = fz(x)é and given A one has

fx(x) = exp{—x} whereas given A one has fx(x) = 3exp{—3x}.



Continuous RV and Bayes’ Rule
Example 2:

W.p. 1/2, Bob is a good dart player and shoots uniformly in a circle
with radius 1. Otherwise, Bob is a very good dart player and shoots
uniformly in a circle with radius 1/2.

The first dart of Bob is at distance 0.3 from the center of the target.
(a) What is the probability that he is a very good dart player?

(b) What is the expected distance of his second dart to the center of
the target?

Note: If uniform in radius r, then Pr[X < x] = (zx?)/(xr?), so that
Fe(x) = 2x/(r?).
(a) We use Bayes’ Rule:
Pr{VG]Pr[~ 0.3| VG]
Pr[VG]Pr[~ 0.3|VG] 1 Pr|G]Pr[~ 0.3|G]
0.5 2(0.32)¢/(0.52)

0.5 x 2(0.32)¢/(0.52) + 0.5 x 2¢(0.32)

Pr[VG|0.3]

(b) E[X]=0.8x05x5+0.2x £ =0.4.



Summary

| Gaussian and CLT |

1. Gaussian: .4 (u,62) : fx(x) = ... “bell curve”
2. CLT: Xpiid. = gwi—uV(o 1)

3. Cl: [Ap—2 f,An+2f]—95%-CIfor u.

4. Bayes’ Rule: Replace {X = x} by {X € (x,x+¢€)}.




