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As $m$ increases, $\pi_{m}$ converges to a vector that depends on $\pi_{0}$ (obviously, since $\left.\pi_{m}(1)=\pi_{0}(1), \forall m\right)$.
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## Irreducibility

Definition A Markov chain is irreducible if it can go from every state $i$ to every state $j$ (possibly in multiple steps).

## Examples:


[A] is not irreducible. It cannot go from (2) to (1).
$[B]$ is not irreducible. It cannot go from (2) to (1).
$[\mathrm{C}]$ is irreducible. It can go from every $i$ to every $j$.
If you consider the graph with arrows when $P(i, j)>0$, irreducible means that there is a single connected component.
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The fraction of time in state 1 converges to $1 / 2$, which is $\pi(1)$.
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Assume $X_{0}=1$. Then $X_{1}=2, X_{2}=1, X_{3}=2, \ldots$.
Thus, if $\pi_{0}=[1,0], \pi_{1}=[0,1], \pi_{2}=[1,0], \pi_{3}=[0,1]$, etc.
Hence, $\pi_{n}$ does not converge to $\pi=[1 / 2,1 / 2]$.

Periodicity

## Periodicity

Theorem

## Periodicity

Theorem Assume that the MC is irreducible.

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic. Otherwise, it is periodic with period $d(i)$.

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.
Example

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic. Otherwise, it is periodic with period $d(i)$.

## Example


[A]

[B]

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic. Otherwise, it is periodic with period $d(i)$.

## Example


[A]

[B]
[A]:

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic. Otherwise, it is periodic with period $d(i)$.

## Example



$$
[\mathrm{A}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic. Otherwise, it is periodic with period $d(i)$.

## Example



$$
[\mathrm{A}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
[\mathrm{A}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& {[\mathrm{A}]:} \\
& \quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 .
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& {[\mathrm{A}]:} \\
& \quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 .
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{gathered}
{[\mathrm{A}]:} \\
\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 . \\
\quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}=\{3,4, \ldots\} \Rightarrow d(2)=1
\end{gathered}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{gathered}
{[\mathrm{A}]:} \\
\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 . \\
\quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}=\{3,4, \ldots\} \Rightarrow d(2)=1
\end{gathered}
$$

[B]:

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& {[\mathrm{A}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 .} \\
& \quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}=\{3,4, \ldots\} \Rightarrow d(2)=1 . \\
& {[\mathrm{B}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}}
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& {[\mathrm{A}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}} \\
& \quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}=\{3,4, \ldots\} \Rightarrow d(2)=1 . \\
& {[\mathrm{B}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,9, \ldots\}}
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& {[\mathrm{A}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 .} \\
& \quad\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}=\{3,4, \ldots\} \Rightarrow d(2)=1 . \\
& {[\mathrm{B}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,9, \ldots\} \Rightarrow d(i)=3 .}
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& \text { [A]: }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,7,9,11, \ldots\} \Rightarrow d(1)=1 \text {. } \\
& \left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}=\{3,4, \ldots\} \Rightarrow d(2)=1 \text {. } \\
& \text { [B]: }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,9, \ldots\} \Rightarrow d(i)=3 \text {. } \\
& \left\{n>0 \mid \operatorname{Pr}\left[X_{n}=5 \mid X_{0}=5\right]>0\right\}
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{aligned}
& {[\mathrm{A}]:\left\{\begin{array}{l}
\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\} \\
\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=2 \mid X_{0}=2\right]>0\right\}
\end{array}=\{3,4, \ldots\} \Rightarrow d(2)=1 .\right.} \\
& {[\mathrm{B}]:\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=1 \mid X_{0}=1\right]>0\right\}=\{3,6,9, \ldots\} \Rightarrow d(i)=3 .} \\
& \left\{n>0 \mid \operatorname{Pr}\left[X_{n}=5 \mid X_{0}=5\right]>0\right\}=\{6,9, \ldots\}
\end{aligned}
$$

## Periodicity

Theorem Assume that the MC is irreducible. Then

$$
d(i):=\text { g.c.d. }\left\{n>0 \mid \operatorname{Pr}\left[X_{n}=i \mid X_{0}=i\right]>0\right\}
$$

has the same value for all states $i$.
Proof: See Lecture notes 24.
Definition If $d(i)=1$, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period $d(i)$.

## Example



$$
\begin{gathered}
{[\mathrm{A}]: \begin{aligned}
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- Irreducible $\Rightarrow$ one and only one invariant distribution $\pi$
- Irreducible $\Rightarrow$ fraction of time in state $i$ approaches $\pi(i)$
- Irreducible + Aperiodic $\Rightarrow \pi_{n} \rightarrow \pi$.
- Calculating $\pi$ : One finds $\pi=[0,0 \ldots, 1] Q^{-1}$ where $Q=\cdots$.

