CS70: Jean Walrand: Lecture 33.

]Markov Chains 2\
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Review

» Markov Chain:
Finite set 27; mo; P ={P(i,j)),i,j € Z'};
PI'[XO = I] = 7'[0(/),/ ex
Pr[Xn—H :j | XOa"'7XI7 = I] = P(Iv./)vlv./ € <%/'7” 2 0.
Note:
PriXo=1lo, X1 =i1,..., Xn=n] = mo(io) P(ig, 1) - P(in—1,in)-
» First Passage Time:
» ANB=0;B(i)=E[TalXo =1i];0(i) = P[Ta < Tg|Xo = 1]
> B() =1+Y,;P(i,/)BU): a(i) = ¥, P(i,j)ex()).-

>
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»
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Distribution of X,
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Let (i) = Pr{Xm=1],ic 2. Note that " "

PriXme1=Jj1 = ZPr[Xm_H =j,Xm=1]
= Y Pr{Xm = 1P X1 =] | Xm =]
= L am(i)P(i.}).
Tt () = X 7m()P(LJ). V] € 2.

With 7m, w51 as a row vectors, these identities are written as 1 = TmP.

Hence,

Thus, 7y = myP, m = m P = myPP = myP2,.... Hence,

Ttn=moP",n>0.



Distribution of X,
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As mincreases, mm converges to a vector that does not depend on .



Distribution of X,
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As mincreases, mm converges to a vector that does not depend on mp.



Distribution of X,
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As mincreases, mm converges to a vector that depends on mp (obviously,

since mm(1) = mp(1),Ym).



Balance Equations
Question: Is there some my such that n, = mp, VYm?

Definition A distribution my such that n,, = 19, Vm is said to be an
invariant distribution.

Theorem A distribution ng is invariant iff 7o P = mp. These equations
are called the balance equations.

Proof: 7, = 1y P", so that &, = my,Vn iff 1P = ng. O]

Thus, if my is invariant, the distribution of X}, is always the same as
that of Xj.

Of course, this does not mean that X, does not move. It means that
the probability that it leaves a state i is equal to the probability that it
enters state /.

The balance equations say that Y; z(j) P(j, i) = n(i).
That is,

Y 72()Py,i) = =()(1 = P(i,i)) = =(i) ) P(i.j).
i j#i

Thus, Prlenter i] = Pr[leave i].



Balance Equations

Theorem A distribution my is invariant iff 7o P = my. These equations
are called the balance equations.
Example 1: a

l—a a
1]

[

RN OO | S B 0N
& a(1)(1—a)+x(2)b=r(1) and n(1)a+r(2)(1 — b) = n(2)
< n(1)a=n(2)b.

These equations are redundant! We have to add an equation:
n(1)+m(2) = 1. Then we find

b a

ﬂ:[a+b’a+b

|



Balance Equations

Theorem A distribution 7 is invariant iff 7o P = . These equations
are called the balance equations.
Example 2:

(o @ el

10

tP=rn<[rx(1),7(2)] { 0 1

] =[r(1),7n(2)] < x(1)==(1) and n(2) = n(2).

Every distribution is invariant for this Markov chain. This is obvious,
since X, = Xp for all n. Hence, Pr[X, = i] = Pr[Xo = i],¥(i, n).



Irreducibility

Definition A Markov chain is irreducible if it can go from every state i
to every state j (possibly in multiple steps).

Examples:
0.2 @'—\Uj 1 @Oj\oj 0.2 @Oi\‘:
O] |60 | |t
[A] [B] [C]

[A] is not irreducible. It cannot go from (2) to (1).
[B] is not irreducible. It cannot go from (2) to (1).

[C]is irreducible. It can go from every i to every j.

If you consider the graph with arrows when P(i,j) > 0, irreducible
means that there is a single connected component.



Existence and uniqueness of Invariant Distribution

Theorem A finite irreducible Markov chain has one and only
one invariant distribution.

That is, there is a unique positive vector © = [z(1),...,n(K)]
such that tP =m and Y w(k) = 1.

Proof: See EE126, or lecture note 24. (We will not expect you
to understand this proof.)

Note: We know already that some irreducible Markov chains
have multiple invariant distributions.

Fact: If a Markov chain has two different invariant distributions
m and v, then it has infinitely many invariant distributions.
Indeed, pr+ (1 — p)v is then invariant since

[pr+(1—p)vV]P=prP+(1—p)vP=pr+(1—p)v.



Long Term Fraction of Time in States

Theorem Let X, be an irreducible Markov chain with invariant
distribution x.

Then, for all j,

1 . .
— Y H{Xm=i} = n(i), as n— o
nm—O

The left-hand side is the fraction of time that X, = i during
steps 0,1,...,n—1. Thus, this fraction of time approaches (/).

Proof: See EE126. Lecture note 24 gives a plausibility
argument.



Long Term Fraction of Time in States

Theorem Let X, be an irreducible Markov chain with invariant
distribution 7. Then, for all i, 1Y% 1{Xy, =i} — n(i), as n — .

Example 1:

L ] P =m=71=[1/2,1/2]

A'H
2le e o e o o o o o ¢

1 1y ¢ e e © o o ¢ ¢ o o

—
.
J
Il
—
==
=

= Tl

The fraction of time in state 1 converges to 1/2, which is 7(1).



Long Term Fraction of Time in States

Theorem Let X, be an irreducible Markov chain with invariant
distribution 7. Then, for all i, 1Y 1{Xp, =i} — n(i), as n — .

Example 2:

2
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7 = [0.4,0.6] ”1 L et
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Convergence to Invariant Distribution

Question: Assume that the MC is irreducible. Does 7,
approach the unique invariant distribution 7?

Answer: Not necessarily. Here is an example:

0 1 . )
p R r .y — !
| P= [1 0] P =m=7=[1/21/2]

}"H
92/l © o © © ©o © © o0 0

1 19y © e ¢ © © ¢ o & o o

= 7l
Assume Xg=1.Then X1 =2, X0 =1,X3=2,....

Thus, if my = [1,0], 7y = [0,1],mx = [1,0], 73 = [0, 1], etc.
Hence, m, does not converge to = = [1/2,1/2].



Periodicity
Theorem Assume that the MC is irreducible. Then
d(i):=g.c.d.{n>0|Pr[X,=1i| Xy =1i]>0}
has the same value for all states i.

Proof: See Lecture notes 24.
Definition If d(i/) = 1, the Markov chain is said to be aperiodic.
Otherwise, it is periodic with period d(/).

Example
& o *o

LSS Y S

A B

[Al: {n>0|Pr(Xn=1|Xy=1] >0} ={3,6,7,9,11,...} = d(1) =1.
{n>0|PriXn=2|Xy=2] >0} ={3,4,...} =d(2)=1.

[Bl: {n>0|Pr[Xn=1|Xg=1] >0} ={8,6,9,...} = d(i)
{n>0|Pr[X,=5|Xo=5]>0}=1{6,9,...} = d(5) =

=3.
3.



Convergence of &,

Theorem Let X, be an irreducible and aperiodic Markov chain with
invariant distribution z. Then, for all j € .27,

7tn(i) — (i), as n— oo.

Proof See EE126, or Lecture notes 24.

Example
my = [1 0
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Convergence of &,

Theorem Let X, be an irreducible and aperiodic Markov chain with
invariant distribution z. Then, for all i € 2",

7n(f) = (i), as n— oo.

Proof See EE126, or Lecture notes 24.
Example
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Convergence of &,
Theorem Let X, be an irreducible and aperiodic Markov chain with
invariant distribution . Then, for all i € 27,

(i) — (i), as N — oo.

Proof See EE126, or Lecture notes 24.
Example
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Calculating ©

Let P be irreducible. How do we find ©?

08 02 O
Example: P = 0 03 07 |.
06 04 O

One has nP = r, i.e., 7[P — I] = 0 where [ is the identity matrix:
08—-1 0.2 0
T

0 03-1 07 |=[0,00]
0.6 04 0-1

However, the sum of the columns of P—/is 0. This shows that these
equations are redundant: If all but the last one hold, so does the last one. Let
us replace the last equation by 71 =1, i.e., ¥;z(j) = 1:

08-1 02 1
| 0 03-1 1 |=[0,01]

0.6 0.4 1
Hence,

08—1 02 171"
7 =1[0,0,1] 0 03-1 1 ~[0.55,0.26,0.19]
0.6 04 1



Summary

\ Markov Chains\

» Markov Chain: Pr[X,.1 =j|Xo,.. X,,: il = P(i,))

> FSE: (i) =1+ X, P(i,/)B(); ae(i) = X P(i.))ex())-

> T, =moP"

» misinvariantiff tP=rx

» Irreducible = one and only one invariant distribution 7
» Irreducible = fraction of time in state i approaches (/)
» Irreducible + Aperiodic = n, — .

» Calculating 7: One finds = =[0,0....,1]Q"" where Q= ---



