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$$
\operatorname{Pr}\left[A_{n} \mid B\right]=\frac{p_{n} q_{n}}{\sum_{m} p_{m} q_{m}} .
$$
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This example shows the importance of the prior probabilities.
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- $A=$ 'first coin is $\mathrm{H}^{\prime}=\{H T, H H\}$;
- $B=$ 'second coin is $H^{\prime}=\{T H, H H\}$;
- $C=$ 'the two coins are different' $=\{T H, H T\}$.

$A, C$ are independent; $B, C$ are independent;
$A \cap B, C$ are not independent. $(\operatorname{Pr}[A \cap B \cap C]=0 \neq \operatorname{Pr}[A \cap B] \operatorname{Pr}[C]$.)
If $A$ did not say anything about $C$ and $B$ did not say anything about $C$, then $A \cap B$ would not say anything about $C$.
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See Lecture Note 25, Example 2.7.
For instance, the fact that there are more heads than tails in the first five flips of a coin is independent of the fact there are fewer heads than tails in flips $6, \ldots, 13$.
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Main results:

- Bayes' Rule: $\operatorname{Pr}\left[A_{m} \mid B\right]=p_{m} q_{m} /\left(p_{1} q_{1}+\cdots+p_{M} q_{M}\right)$.
- Mutual Independence: Events defined by disjoint collections of mutually independent events are mutually independent.

