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Abstract

Silicon, the most widely used semiconducting material used in the electronics industry, has attracted considerable attention in recent years as a candidate for implementing large-scale solid-state quantum computers. In this paper, we review several silicon-based quantum computation proposals – namely shallow donor qubits, deep donor qubits, and the silicon-29 qubit schemes. The feasibility, technological challenges, and prospects of each scheme are discussed.  We observe that silicon processing requirements, as required by silicon quantum computer architectures, converges with those as projected by the International Technology Roadmap for Semiconductors (ITRS) in the near future.
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Introduction

Silicon transistors, the heart of almost all classical computers, are by far the most abundant man-made artifacts in history. Due to the blossom of the semiconductor electronics industry, we have gained an enormous amount of insight about silicon in the past three decades: its electrical, mechanical, and thermal properties, both theoretically and experimentally. Moreover, engineers have also established an impressive array of tools to process silicon. We understand and know how to handle silicon better than anything else.
From the perspective of constructing quantum computers, silicon, or more precisely silicon-28 (28Si), is an ideal host substrate for spin-based qubits due to the long decoherence time of impurity (qubit) spins. Moreover, the extremely taxing requirements of quantum computation implies that in any operational quantum computers, classical electronics should be used when quantum phenomena is not required, such as the transmission of classical signals to a human operator, or the amplification of a qubit state measurement result (the measured result is also a classical signal). Silicon, which most classical computers are built out of, provides us with the perfect platform to integrate the quantum and the classical worlds.
How exactly do we go about building a quantum computer with silicon? What are the challenges? What has been done? And what are the prospects? These are the questions that we attempt to address in this paper. However, before we start delving deeper into silicon quantum computers, we should establish a list of figures of merits, or a checklist, to see how good is silicon standing up to the task.
DiVincenzo’s Checklist

In 1998, David P. DiVincenzo and Daniel Loss discussed several developments of quantum system regarding error correction, entanglement and decoherence. They listed five criteria which must be satisfied to implement a quantum computer in the laboratory.  These criteria were [1]:
1. The system has a well-defined Hilbert space representing the quantum information;
2. The states of the system can be initialized to a simple fiducial state;
3. The coupling to the environment should be weak enough that computations can be finished before the states become decoherent;
4. There must be some precisely defined unitary transformations to manipulate the states;
5. There must be some methods for reading out the results of the computations to a classical environment.
Later, a sixth criterion was added, requiring the system under consideration be scalable that a large number of qubits could be implemented.  In this paper, the basic features of the various silicon quantum computation schemes will be described in accordance to DiVincenzo’s checklist. 

Scheme I: Shallow Donor Qubits I
Overview
The first silicon-based quantum computation scheme was proposed by Bruce Kane in 1998 [2], often referred to as the Kane computer in literature. In this scheme, the nuclear spins of shallow donors are used to encode quantum information, serving as the qubit. Donor nuclear spin has a particular advantage in that it has exceptionally long decoherence times in a pure Silicon-28 (28Si) host substrate. Magnetic resonance techniques is used to manipulate the spin state of the donor nucleus, while the resonance frequency can be fine tuned by controlling the hyperfine interaction of the nucleus with the donor electron. Thus, cryogenic operation is required in order for the donor electron to remain bounded to the donor impurity. Qubit-qubit interaction is performed by donor electron-mediated exchange interaction of neighboring qubits, or by the magnetic dipolar interaction [3]. After qubit state manipulation is accomplished, the state read-out can be accomplished by the transfer of the donor nuclear spin to the donor electron, and the electron spin is then determined.
Checklist #1 – Representation of Qubit


Quantum information can be encoded into the nuclear spin of impurity atoms in a silicon host substrate. One criterion for the selection of the donor impurity species are that it should be a shallow donor, meaning a small donor ionization energy, Ed. Small donor ionization energies translate to large Bohr radii, which mean that qubit-qubit interaction is greater through the electron-mediated nuclear spin interaction. In addition, a good donor qubit should have a net nuclear spin, I, of 1/2 as the representation of a qubit. As can be seen from Table 1, the natural candidate would be 31P. The basic architecture of the system is shown in Figure 1.
	Isotope
	Element Group
	Natural abundance (atom %)
	nuclear spin, I
	Magnetic moment ((/(N)
	Ed (meV)
	Bohr radii, a0 (Ǻ)

	28Si
	IV
	92.2297
	0
	0
	--
	--

	29Si
	IV
	4.6832
	1/2
	-0.55529
	--
	--

	30Si
	IV
	3.0872
	0
	0
	--
	--

	31P
	V
	100
	1/2
	1.13160
	45
	18.2

	75As
	V
	100
	3/2
	1.43947
	54
	16.6

	121Sb
	V
	57.21
	5/2
	3.3634
	43
	18.6

	123Sb
	V
	42.79
	7/2
	2.5498
	43
	18.6

	209Bi
	V
	100
	9/2
	4.1106
	71
	14.5
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Table 1 Properties of relevant elements for silicon quantum computers.  (Refs. [3] and [4])

Figure 1 The qubit is represented by the donor nucleus spin, embedded in a silicon-28 lattice. Electrodes (A-gate) are added on top of the qubit to tune the hyperfine interaction strength of the electron and nucleus, and hence the resonance frequency of the nucleus spin.
Checklist #2 – State Initialization
Although a DC magnetic field (BDC) is always present for magnetic resonance and hence nuclear spin state manipulation, the spin-flip time for donor nucleus might be too long for the purpose of qubit state initialization. Thus, an initialization scheme by first performing a nuclear spin-state read-out is proposed.  After the nuclear spin state is known, it can be adjusted by magnetic resonance techniques to an initialized state.
Checklist #3 – Qubit Decoherence Time


Naturally occurring silicon consist 5% of 29Si impurity, randomly distributed in the 28Si host, which are used in conventional silicon electronics.  28Si  has a nuclear spin of I=0, while 29Si has a nuclear spin of I=1/2. The 29Si nuclear spin reduces the qubit decoherence time significantly via nuclear-nuclear interaction, and is not controllable due to its random distribution. However, it is possible to use isotopically purified 28Si substrates. Isotopically purified 28Si substrates can be used to lengthen the decoherence time to the order of thousands of seconds at 1K. However, we should take note that most measurements to date are obtained from measurements of donor impurities in bulk silicon. The exact extend of the influence from semiconductor surface, where trap states and dangling silicon bonds are present, is not well-understood. Moreover, control gates and stray fields from the gates will also likely reduce the decoherence time.
Checklist #4 – Single & Multi Qubit Manipulation

Single-state Manipulation

Phosphorous is widely used as a donor impurity in conventional silicon electronics, as it donates its outer-most electron to the conduction band of silicon readily at room temperature, hence enhancing the conductivity of the semiconductor. However, at sufficiently low temperatures (<100K), carrier freeze-out occurs and the donor electron remains bounded to the donor impurity. Control gates (A-gates) are added in close proximity to the donor system, as shown in Figure 1. Biasing an A-gate changes the electronic wavefunction of the donor electron, thus changes the precession frequency of the nuclear spin due to the change in strength of the hyperfine interaction. The resonance frequency is then:
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where A is the contact hyperfine interaction energy, proportional to the probability density of the donor electron at the nucleus site. Application of an AC magnetic field (BAC) which is tuned to the resonance frequency of the specific nucleus to be addressed can be used for nuclear spin-state rotation.
Multi-State Manipulation

The operation of a quantum computer also requires the interaction of 2 or more qubits. In this particular implementation scheme, qubit-qubit interaction is achieved through exchange interaction. Exchange interaction arises from the overlapping of donor electronic wavefunctions of adjacent donors, and the Hamiltonian is given by:
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Here, H(BDC) contains the magnetic field interaction terms. 1 and 2 designate the two different qubits, and subscripts n and e represent nuclear and electron properties respectively. The exchange coupling, J, decays roughly exponentially with distance between donor sites to first order. This places an upper bound on the separation of qubits for reasonable exchange interaction to occur, which is roughly 10-20nm. However, exchange interaction is not desirable during single-qubit manipulation. Thus, a second set of control gates (J-gates) shall be added in between donor sites. Application of a potential on these J-gates can terminate the electron wavefunction overlap between neighboring donor electrons, thus effectively shutting off the qubit interaction.
Problem of Utilizing Exchange Interaction in Silicon 

One major problem with this quantum computation scheme is due to the band structure of silicon. The conduction band minima of silicon is six-fold degenerate, which causes interferences in the exchange coupling. This results in an oscillatory behavior in the exchange coupling strength with donor-donor position. The exponential dependence of distance mentioned above is merely the envelope of the oscillatory behavior [5]. This oscillatory behavior imposes that donors must be placed in the silicon host with extraordinary accuracies (~1nm), otherwise the exchange interaction strength will vary greatly from neighbor to neighbor. Such atomic precision required makes the realization of a quantum computer with this scheme immensely challenging.
Alternative Approach for Multi-qubit Manipulation

To avoid the oscillatory behavior of exchange coupling, the free evolution under magnetic dipolar interaction can be used instead to achieve qubit-qubit interaction [3]. However, only the linear term of the coupling is used in the Hamiltonian: 
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The quadratic term is inversely proportional to the difference in Zeeman frequencies of the two spins, thus an inhomogeneous magnetic-field BDC, or inhomogeneous gyromagnetic ratios must be used to avoid higher order terms dominating. The linear term of the spin-spin magnetic dipolar interaction is:
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which is inversely proportional to d3, where d is the distance between the qubit sites. 
Figure 2 (l) A J-gate controls the electron-mediated exchange interaction of neighboring qubits with direct overlapping of donor electronic wavefunctions.; (r) Qubits can interact with the free magnetic dipolar interaction.
This relative long-rage behavior relieves the donor-donor separation distance to about 30nm. Since spin-spin magnetic dipolar coupling will always exist between qubits for an array of donors in silicon, they must be corrected during the operation of the quantum computer. Similarly, residual exchange interactions between adjacent qubits must also be suppressed. These can be amended through the application of appropriate ( pulses. An additional advantage of this scheme is that J-gates are no longer needed, thus relaxing the fabrication complexity in constructing the computer.
Checklist #5 – Qubit State Readout 

A two-step process is involved in determining the final polarization of the donor nuclear spin. First, the nuclear spin states will be converted adiabatically to different donor electron spin states via the hyperfine interaction, and then the donor electron spin state is determined. There are different schemes to determine the electron spin, including charge-based or spin-dependent transport based. The former is accomplished by exploiting the difference in symmetry of the orbital wavefunction of an exchange-coupled two-electron system [6]. For instance, a neutral phosphorus donor can become doubly occupied forming a D- state under a suitable bias from the A-gate. However, this D- state is always a singlet. Thus, a second electron can only be added to the P donor it the additional electron forms a singlet with the original donor electron. Single electron transistors (SET), which act as extremely sensitive electrometers, are placed close to the P donor and can be used to detect the formation of a D- state (Figure 3).
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Figure 3 The formation of a D- state, as shown in the read-out qubit above, changes the conductance of the SET. The two electrons in the doubly occupied phosphorus donor atom must be in a singlet state. The J-gate induces the electron transfer process from a neighboring qubit.
Checklist # 6 – Scalability 
Since these silicon quantum computer proposals do not rely on ensemble measurements, high capacity quantum computers with well over 1000 qubits can be designed in theory. The real limiting factor to realizing silicon quantum computers is due to the inadequacy of current fabrication and processing technologies for constructing nanometer scale qubits and control electronics. These issues will be addressed in a later section.
Scheme II: Shallow Donor Qubits II
Overview
The biggest problem with the original Kane computer proposal is the oscillatory behavior of the exchange interaction. In order to solve this problem, another approach was proposed [7], utilizing the same basic framework as the original Kane computer. Donors are still required to be in a 28Si host. However, the qubits are now represented by electron-nuclear spin pairs, instead of donor nuclear spins alone. Single qubit state manipulation is achieved through a step resonance approach, where the hyperfine interaction and evolution under a static magnetic field is carefully pulsed. In addition, in place of the exchange interaction for multi-qubit interaction, electron-shuttling is proposed to guide a specific donor electron to another donor site, interacting via the formation of doubly occupied donor at the latter site.
Checklist #1 – Hilbert Space of Qubit


Quantum information is encoded in the total spin zero (Jz = Snz + Sez = 0) subspace of the donor-donor electron system. More specifically, |0( = (|(e(n( - |(e(n()/(2 and |1( = (|(e(n( + |(e(n()/(2. Since both nuclear and donor electron spins are used to represent the qubit, this qubit implementation scheme is thus referred as a hydrogenic qubit. Encoding the qubit state to a pair of spins reduces the constraints on computer design. 
Checklist #2 – State Initialization

State initialization in this scheme is slightly more complicated than the previous proposals mentioned above. First, the original spin-state of the hydrogenic qubit must be determined. If the qubit state is in a singlet state (more accurately, the electron-electron spin state of the original donor electron, and an extra nuclear-entangled electron is in the singlet state), an electron-nuclear spin swap is performed to achieve the |0( state, and thus the qubit initialized. If the system is in a triplet state, further recycling through applications of hyperfine interaction and state swap by BDC, the qubit can be changed into a singlet state with reasonable probability. 
Checklist #3 – Qubit Decoherence Time


Nuclear spin decoherence time is much longer compared with that of electrons. However, in hydrogenic qubits, a compromise is achieved by balancing the needs of substantial decoherence time and the relative ease of spin manipulation of electrons. The decoherence times of the system are similar to those of the Kane computer.
Checklist #4 – Single & Multi Qubit Manipulation

Single State Manipulation

Two different mechanisms would be responsible for single qubit manipulations. First, similar to the original Kane proposal, hyperfine interaction of the donor electron spin and the donor nuclear spin is controlled by placing control gates (A-gates) in close proximity to the donor system. The second state-manipulation mechanism would be through the application of a globally applied static magnetic field, BDC. The total Hamiltonian of the quantum computer is given by:

[image: image5.wmf])

(

,

z

ni

n

n

qubits

z

ei

B

e

DC

j

i

nj

ei

ij

g

g

B

A

H

s

m

s

m

s

s

å

å

-

+

×

=


where i and j refer to all electron and donor nucleus pairs. A controlled hyperfine interaction performs the spin swap of the nuclear and electron, resulting in: |0( + |1( ( |0( - |1(. On the other hand, BDC generates the action |0( ( |1(. The actual state manipulation will be performed in a series of small, incremental steps (carefully tuned and pulsed A-gate action) to achieve resonant stepping, which leads to higher operation fidelity. 
Multi Qubit Manipulation
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Instead of using exchange interaction, as required by the original Kane proposal, different qubits can be entangled using electron shuttling. Electron spin coherence distances of over 100(m have been reported. Thus, shuttle gates (S-gates) can be placed between donor sites, and are used to shuttle a particular donor electron, to another donor site, as shown in Figure 4. The two qubit states become entangled once the electron from the first donor is entangled with the nucleus of the second donor nucleus via hyperfine interaction. However, the feasibility of electron shuttling remains highly controversial, as nobody in certain about how to ionize a donor qubit while maintaining the donor electronic spin.
Figure 4 Spin-coherent electron shuttling is controlled by a series of S-gate electrodes to perform qubit-qubit interaction.
Checklist #5 – Qubit State Readout 


To achieve spin-sate readout of the hydrogenic qubit, the spin state of the nucleus can be transferred to the electron of another entangled qubit. Once spin transfer has been completed, the electron spin-pair (the original donor electron and the nucleus spin-transferred entangled electron) and be determined by a projective measurement, as the two electron system is either in a singlet (|0() or triplet (|1() state. They can be distinguished by SET’s or quantum dots. The latter determine electron spins by exploiting the difference in the tunneling of spin-polarized currents. 
Checklist # 6 – Scalability
The scalability of the hydrogenic qubit quantum computer is similar to that of the original Kane computer. 

Physical Realization of Shallow Donor Qubits
Of the various shallow donor silicon-based quantum computer schemes mentioned above, although the exact details of their implementations differ, the followings must be met:
i. placement of ordered donor arrays in silicon;
ii. spin-state read-out capability;

iii. control gate fabrication;

iv. tolerance to process variations;
We shall discuss the listed items in the following sections. 
Placement of ordered donor arrays in silicon

Placement of ordered arrays of donor impurities in silicon, with donor-donor separation of approximately 20nm and near-atomic accuracy of atom placement is preferred for donor-based quantum computation schemes. Two different donor-placement schemes have been pursued so far, the first one utilizes ion implantation (the “top-down” approach), and the second one uses scanning tunneling microscopy (STM) based hydrogen lithography (the “bottom-up” approach).

The Top-Down Approach – Ion implantation has long been the method of choice for dopant placement in the semiconductor industry. However, the placement of the implanted dopants is inevitably random using conventional ion implantation techniques. In order to create an ordered array of dopants in silicon, single-ion implantation technique needs to be devised. Indeed, groups have demonstrated that using a carefully calibrated ion implanter along with a nanometer-size aperture on a STM tip, single ion implant resolutions of ~5nm has been demonstrated. However, issues with defect formation in the 28Si substrate during implant, the extent of straggle of implanted species, dopant diffusion in silicon lattice and dopant segregation towards SiO2 interface during donor activation still needs to be addressed [8]. 
The Bottom-Up Approach – In the bottom-up approach, the silicon substrate is first processed in ultra high vacuum such that the surface is hydrogen terminated. The substrate is then placed under a STM tip. The tip can be used to selectively desorb hydrogen atoms from the silicon surface via electro-stimulated hydrogen desorption at specific sites. The wafer is then exposed to phosphine gas (PH3), and the phosphors atoms will selectively bond to the exposed silicon sites [9]. Heating the substrate removes the hydrogen, and then a room temperature silicon epitaxy is performed to encapsulate the P atoms. Amid being relatively tedious to perform, this technique provides near-atomic accuracy placement of donors.
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Figure 5 The bottom-up approach: (i) H-termination of Si surface; (ii) Hydrogen Lithography; (iii) Phosphine gas deposition; (iv) silicon epitaxy (From Ref [9])
Spin-state Read-out Capability
In donor based qubit schemes, the final read-out scheme usually requires the detection of electronic spin polarization, which, theoretically, can be detected by SET. Although SET’s have already been demonstrated by various research groups in the past few years, the biggest challenge facing this read-out scheme is the SET susceptibility to 1/f and telegraphic noises. Both of these noises come from the random charging and discharging of trap states in the silicon host, which is present inevitably. These noises will decrease the reliability of SET devices. Moreover, the spin-to-charge based detection scheme relies on the formation of the doubly occupied D- state of the phosphorous donor. However, this D- state only has an ionization energy of 1.5meV, rendering it extremely volatile and non-stable.
Control Gates 


In Kane’s original proposal, donor spacing in the order 20nm is required. In addition, exchange gates (J-gates) must also be present in between donor sites. Thus, the control gate dimensions (A- and J-gates) are constrained to approximately 5 nm widths and 5nm spacing between them. Although state-of-the-art electron-beam lithography can create features close to 5-10nm readily, only isolated features of in such a fine scale has been demonstrated The creation of dense patterns remains a challenge [8]. On the other hand, dense patterns of roughly 25nm feature sizes have been demonstrated. Since the dipolar magnetic coupling scheme only requires the presence of A-gates, this approach seems more probable at the present stage. In addition, if electron shuttling in the 1(m rage is possible, this lithographic constraint can be eliminated. However, such technique still remains controversial.
Process Variations
As with conventional semiconductor electronics, process variations will be inevitable in any large-scale fabrication and integration of devices. These variations may come from the difference in substrate temperature gradient, uneven reagent use during fabrication, differences in material thermal expansion or strain induced by the patterning of the substrate. Moreover, as mentioned above, silicon has a six-fold degenerate conduction band minima. Local variations in the device will effect the mixing of perturbed degenerate states, which will cause variations in the donor electron wavefunction from qubit to qubit, making the calibration for control strength and gate timing difficult. Indeed, it has also been proposed that strained silicon should be used to construct quantum computers, as the strain can lift the degeneracy of electronic states, and hence suppressing process variations due to different mixing of degenerate states [10].  While a certain degree of process variation is inevitable, schemes for calibration and initialization of the quantum computer must be explored. 
Scheme III: Deep Donor Qubits
Overview


In addition to the shallow donor qubit systems described above, other deep donor species are also investigated as candidates for carrying quantum information.  For example, Stoneham et. al. proposed the use of bismuth (Bi). 

The proposed scheme should apply generally.  Two deep donor atoms are implanted into silicon. The quantum information is embodied in the electron spin of these donors. The interactions between the qubits are mediated by a control atom, as shown in Figure 6.  When the control atom is in its excited state, its wavefunction overlaps with those of the two qubits, allowing the two qubits to interact and to entangle through exchange interaction; and while the control atom is in its ground state, there is no overlap and the two qubits are isolated.  A laser pulse with the right frequency will control the transition of the control atom between its ground and excited state [11].  The author asserts that a quantum computer operational at room temperature can be built with this implementation scheme.

[image: image6]
Figure 6 General idea of the proposal by Stoneham et. al.’s. (From Ref [11])
Checklist #2 – State Initialization

There are two suggested schemes to initialize the qubit states.  The first method is by the injection of spin-polarized electrons into the material. However, according to [12], these experiments are done at 5K instead of room temperature.  There is no evidence suggesting that spin-polarized electrons can be injected and remain polarized at room temperature.


Another method is by optical pumping, where circularly polarized light is shined onto the sample, resulting in the polarization of nuclear spins.  In principle, this practice can be done at low temperature as well as at any given temperature.  

Checklist #3 – Long Coherence

The spin-lattice relaxation times (T1) of different donor ions in silicon have been investigated since the 1960’s. Figure 7 presents a plot of T1 against temperature for phosphorus (P), arsenic (Ar), antimony (Sb) and bismuth (Bi), based on the values given in [13].  The first observation one can make is that T1 of any of these atoms are very short at room temperature, in the order of at most tens of nanoseconds.  Also, we can see that T1 for P and Ar are orders of magnitudes larger than that of Bi at room temperature. 

[image: image7]
Figure 7. Spin-lattice relaxation time (T1) of phosphorus (P), arsenic (As), antimony (Sb) and Bismuth (Bi) in silicon over the temperature range 10K to 300K.
According to Stoneham et. al., the reason why Bi is picked for implementing qubit is that it would not be significantly ionized at room temperature, regardless of the decoherence time.  However, through a simple calculation, assuming 1017cm-3 donor ions are being implanted, such a claim can be shown to be not quite valid.  Figure 8 plots the percent of donor atom being ionization over the range of 50K to 400K. We can see that at room temperature, while nearly 100% of P atoms are ionized, close to 95% of Bi atoms are also ionized.  There will only be less than half of the donor atoms ionized when, in case of Bi, the working temperature is below 100K; otherwise very deep donors, like sulfur, with donor level around 180meV below the conduction band edge will be needed.
These arguments suggest that the decoherence time criterion in DiVincenzo’s checklist can be better fulfilled if P or Ar is used rather than Bi at low temperatures.  And to implement a room temperature quantum computer, some much deeper donor atoms are needed.  In short, Bi does not fit for either objective as outlined in the proposal.


[image: image8]
Figure 8. Percent ionization of phosphorus (P), arsenic (As), antimony (Sb), bismuth (Bi) and sulfur (S) in silicon over the temperature range 50K to 400K. 
Checklist #4 – State Manipulation


To manipulate single qubits, Stoneham et. al. cited the work by Charnock et. al., who demonstrated single qubit operations by detecting electron spin echoes [14].  The experiments were performed on nitrogen-vacancy (N-V) centers in diamond.  A magnetic field is first used to polarize the spin.  Short, intense microwave pulses are then applied to rotate, refocus and finally rotate the spins back to its original state.  This scheme can possibly be applied on the deep donors to rotate their spin states.  By exciting the control atom, the two donors with rotated spin states can be entangled.


However, it is unclear whether the control atom will stay entangled together with the donors. Rodriguez provides a detailed answer [15].  Starting from the Hamiltonian of the 3-atom system (two donor atoms and one control atom), by re-ordering the basis, an elegant 
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 matrix describing the system and its action on the 8 possible states (4 with control atom spin up and another 4 with control atom spin down) is arrived.  The unitary matrix clearly shows that the spin state of the control atom is not altered by the operation of the matrix, and therefore, the control atom is not entangled with the other two qubits.


Furthermore, phase gate and ‘root swap’ gate are introduced.  These gates as well as others can be realized mathematically by varying the two integers M, and N, which are subjected to the restrictions below:
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Checklist #5 – Readout

The protocol for readout elaborated in the proposal involves detection of photon emitted when electron transits from one state to another.  The help of the control atom and an auxiliary qubit are needed.  Laser is tuned to be in resonant between two states, jointly defined by the auxiliary qubit, the control atom and the donor atom which the qubit is being read.  Rabi oscillation between these two states will occur and whether there are scattered photon will distinguish the state between |0( and|1(.  Also mentioned by Stoneham et. al., the background Rayleigh scattering can be confused with the useful data, i.e. the amount of photon emitted during the transition. The signal-to-noise ratio of this scheme needs to be investigated to determine if other means of readout is required.

Checklist #6 – Scalability

Since the exact implementation is not given in the proposal, there is not enough information to judge how scalable such an implementation can be.

Physical Realization of Deep Donor Quantum Computers

Despite of certain potential loopholes in the proposal, the general idea of having two deep donor atoms carrying the quantum information and a control atom sitting right in the middle of them mediating the interaction is genuine.  Yet, the fabrication of such structure would definitely require even more stringent processing control than required by the shallow donor qubit schemes mentioned above as the donors must be placed precisely while the control atom MUST sit in the middle of them. 

Although Stoneham et. al. argued that their design can take advantage of the disordered arrangement of deep donors and that each pair of deep donors can be uniquely identified by a unique excitation energy, several problems arise together with this disorder.  Firstly, assuming that the excitation energy for each pair of donors is truly unique, how can one tell what energy should be applied to excite a specific pair? One possible method is to exhaustively find out the energy for every single pair and enumerate them in some ways for lookup in the future.  Yet, this becomes impractical when the number of qubits implemented is large.  Since these disorders are completely random, any classical algorithm will eventually have to look up half of the possible excitation energies to arrive at the correct desired one, on average.


More importantly, for this implementation to work properly, the control atom must sit in the middle of the two qubits as stressed above.  In a disordered array of donor atoms, it is not very obvious how large fraction these control atoms will fall naturally in those desired position during ion implantation. This means that there may only be a small fraction of devices which would work after all.

Summary


In conclusion, the fundamental insight of this proposal is very elegant: using deep donor atoms, which are not significantly ionized at elevated temperature, coupled when a control atom is being excited by a laser pulse. However, such a quantum computer may not be as easily physically realizable as it is suggested. Firstly, maintaining the coherence of the quantum states at room temperature is difficult because of short T1. No evidence suggesting spin polarized electron injected or optically pumped will remain polarized at room temperature for long enough to carry out computation. Manipulating states can possibly implemented similar to other solid-state quantum computer proposal and the proposed readout scheme sounds reasonable. Yet, the physical realization would require even more tightly controlled processing than what is needed for shallow donor qubit scheme outlined in the previous sections.
Scheme IV: Silicon-29 (29Si) Qubits
Overivew

One of the most successful demonstrations of quantum computers so far is the nuclear magnetic resonance (NMR) quantum computer [16].  In such an implementation scheme, an ensemble measurement on many identical copies of a qubit, rather than a projection measurement of the state of a single qubit, is taken to determine the result of a computation.  Although this largely relaxes the requirement in readout, it suffers the drawback of that the signal-to-noise ratio decreases exponentially with the number of qubits [17].  Therefore, a system of more than 10 qubits can hardly be implemented.


Ladd et. al. proposed an all-silicon quantum computer as a solid state implementation of the previously demonstrated solution-based NMR quantum computer [18].  In the proposal, chains of silicon-29 (29Si) isotopes, which are spin 1/2, are chosen to carry the quantum information.  The nuclei are polarized optically during initialization and magnetic field applied from dysprosium micromagnets and an RF coils are used to manipulate the spin of the nuclei.  The readout is an ensemble one, via magnetic resonance force microscopy (MRFM) cyclic adiabatic inversion (CAI), which modulates the magnetization of the nuclei near the resonance frequency of a “bridge structure” hosting the 29Si nuclei.  The phase of the bridge oscillation will provide the state of the ensemble.  The proposed structure is shown in Figure 9.


[image: image11]
Figure 9 Schematic of the all-silicon quantum computer proposed by Ladd et. al. (From Ref [18])
Checklist #2 – State Initialization

Polarizing the nuclear spin by optical pumping is a well-developed technique to initialize nuclear spin states, which was demonstrated by Lampel in as early as 1968 at 77K [19].  A very pure silicon sample can be successfully polarized because the nuclear spin relaxation is only due to the electrons created by light.  A spin-lattice relaxation time (T1) of 27 hours has been measured.  Thus, DiVincenzo’s checklist #2 is easily passed.

Checklist #3 – Long Coherence

Although an even longer T1 of 200 hours was measured by Lampel for pure silicon placed in dark [19], another time scale T2, that governs the rate at which information is exchanged and is the time that phase loses coherence, is difficult to obtain [20].  This is because isolated nuclei yield low sensitivity of nuclear detection.  On the other hand, an ensemble of nuclei has magnetic dipolar couplings among the nuclei that are much stronger than couplings to the environment, complicating the measurement of T2.  As a result decoupling techniques, such as applying well-known RF pulse sequences and sample-spinning techniques that reverse dipolar dynamics, are necessary to obtain meaningful T2.  Recent study by Ladd et. al. found that T2 in silicon was as long as 25 seconds at 77K, which was the longest value known in all solid state quantum systems.  Ideally, T2 is expected to approach T1 for isolated nuclei in silicon.  This disparity between hours and seconds of T1 and T2, respectively, is explained by the 1/f noise attributed to charge traps at lattice defects and other deep impurities.  These lead to fluctuations of the diamagnetic shielding seen at nearby nuclei.  The 1/f noise explanation also hints on why the longest T2 can be observed in pure silicon sample as the sophisticated technology of silicon processing can deliver single crystalline wafers with the minimal amount defects and impurities, while other samples are intrinsically more defective.

Checklist #4 – State Manipulation

As a solid-state version of a NMR quantum computer, this proposed quantum computer inherits all the unitary transformation from other experimentally demonstrated unitary transformations for manipulating quantum states.

Checklist #5 – Readout

According to the proposal, the readout is performed via magnetic resonance force microscopy (MRFM) cyclic adiabatic inversion (CAI), which “utilizes the interaction of the spin and the cantilever modeled by a quantum oscillator in a coherent state in a quasi-classical range of parameter.”  Berman et. al. provide a simpler explanation of how MRFM works [21].  Similar to atomic force microscopy, a cantilever is needed to be brought close to the sample.  Yet, instead of scanning the topology, MRFM measures the direction of the magnetic moment, which results in attraction or repulsion of the cantilever, causing a slight displacement. The movement can then be detected optically for instance.  CAI is simply a quantum mechanical version of this technique.  According to Berman et. al., MRFM CAI is capable of detecting signal from a single spin.  Therefore, by applying an RF field at a frequency near or at resonance with the 29Si qubit bridge, CAI should definitely yield the measurement of signals from the ensemble of qubits to be detected.  The only complication that may arise is, similiar to the solution-based NMR quantum computer, the uncertainty regarding whether the entanglement truly exist in the quantum system and thus if the readout is truly a quantum mechanically computed outcome [22].  However, evidences have been provided that these NMR-based quantum computers do not behave classically [23].

Checklist #6 – Scalability

Two major differences between the solution NMR quantum computer and the proposed all-silicon quantum computer by Ladd et. al. are 1) the number of molecules in an ensemble is drastically reduced from 1018 to ~104 and 2) the medium is no longer solution but solid.  Following Warren’s argument on the limitations of solution NMR quantum computer [17], there is no specific discussion on material except that solution NMR will no longer be solution when milli-kelvin temperature is required to enhance the signal-to-noise ratio.  In addition, the number of molecules in an ensemble does not explicitly affect the number of possible qubit allowed before the quantum signal falls below the quantum noise limit.  As a result, these two changes in this proposal do not present any significant advantages over the already demonstrated solution NMR quantum computer unless at milli-kelvin temperature range.

Physical Realization of Silicon-29 Quantum Computers

Although many of the components required for constructing the proposed quantum computer are cited by the authors, several relatively important fabrication steps are not well illustrated within the proposal.  Firstly, from a processing stand point, making a free-standing structure as shown in Figure 9 can be challenging.  In addition, there are several issues about dysprosium. The deposition of the dysprosium micromagnet, closely attached to the free-standing structure fabricated, can be complicated.  Moreover, since the proposal takes advantages of the mature silicon processing technology, it should avoid incorporating elements that are not commonly used in the silicon industry, such as dysprosium. 


Regarding the required technique for readout, the proposal again did not specifically depict how the cantilever would be inserted into the structure.  Potentially one can swap the optical fiber and the cantilever when necessary.  This then requires micromachines to perform such task.  However, the position after the swapping may not coincide with the 29Si qubit bridge.  This would result in failure of initialization or proper readout.


Lastly, if we focus on the experimental and theoretical results from Ladd et. al., we can see that this proposed quantum computer will not have the number of qubits scaled well above 100.  Figure 10 is taken from reference [18] and the dashed lines show the optimal length of the 29Si qubit bridge.  As mentioned above, due to the 1/f noise, T2 measured is only 25 seconds.  From the trends, we can deduce that the number of qubits that can be implemented will be around 30, unless T2 can really approach T1.  Yet, even if T2 allows a large number of qubits, the geometry of the structure will prohibit the implementation of many qubits as the couplings between two distant qubits will be too weak.
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Figure 10 Plot of scalability of the proposed scheme. From this plot, we can see for T2 = 25s, the number of qubits measurable will be around 30.

Summary

In summary, this all-silicon quantum computer proposal satisfies the initialization of quantum state by optically polarizing the qubit states.  Both T1 and T2 are relatively long as compare to the possible cycle of computation.  In term of manipulating the spin state, being an NMR quantum computer guarantees universal set of gates.  Readout is done by MRFM CAI, a technique that can detect and measure a single qubit. Lastly, although the number of qubits to be implemented will not scale above 100 significantly, due to both the exponential decrease in signal-to-noise ratio and the device geometry, it does represent an improvement over the solution-based NMR quantum computers,  which have an upper limit of number of qubits as approximately 10.  Yet, in general, the proposed fabrication recipe can face several major challenges. 
Summary and Conclusion

In summary, we have discussed three implementations of quantum computer in silicon.  Over the past several years, shallow donors such as phosphorus have been the center of focus as the donor qubit.  Different schemes are proposed for single, or multiple, qubit manipulation and readout.  Recently, another proposal using deep donors and control atom is also being proposed as an alternative, despite of many potential problems associated.  Furthermore, following the success of solution NMR quantum computer, such powerful technique is attempted to be implemented in silicon with chains of silicon-29 isotopes.  In addition, we also talk about the difficulties faced by each proposal and thus argue the feasibility at current technology.


We observe that most of the experimental work thus far focuses on shallow donor qubit systems. However, single qubit manipulation in silicon still remains to be demonstrated. Interestingly, we also see a convergence of the processing requirements for building silicon-based quantum computers and that of conventional electronics in the near future. The 2004 International Roadmap for Semiconductor Technologies (ITRS) has projected that the 22nm technology node, with roughly 10nm features, will begin production in the year 2016 [24]. This is roughly equal to the dimension constraints of that required for the control gates of shallow donor qubits. In addition, strained-silicon technology, which has been proposed as a means to ease problems related to process variations, is also an active area of research in the semiconductor industry due to carrier mobility enhancement effects. The ability for controlled placement of dopant impurities in conventional semiconductor devices is also of interest, as device performance can be optimized and would be less vulnerable to dopant fluctuations. Single-electron transistors, and other novel spin-based electronics, are also being actively investigated as alternatives to conventional transistor architectures in the projected post-CMOS era. Therefore, while the actual feasibility of building a large-scale silicon-based quantum computer might be filled with uncertainties, the technologies developed in pursuing this far-reaching goal will undoubtedly be beneficial to conventional, classical applications as well.
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