1 Games

(a) Consider the zero-sum game tree shown below. Triangles that point up, such as at the top node (root), represent choices for the maximizing player; triangles that point down represent choices for the minimizing player. Assuming both players act optimally, fill in the minimax value of each node.

(b) Which nodes can be pruned from the game tree above through alpha-beta pruning? If no nodes can be pruned, explain why not. Assume the search goes from left to right; when choosing which child to visit first, choose the left-most unvisited child.

(c) (optional) Again, consider the same zero-sum game tree, except that now, instead of a minimizing player, we have a chance node that will select one of the three values uniformly at random. Fill in the expectimax value of each node. The game tree is redrawn below for your convenience.
(d) (optional) Which nodes can be pruned from the game tree above through alpha-beta pruning? If no nodes can be pruned, explain why not. No nodes can be pruned. There will always be the possibility that an as-yet-unvisited leaf of the current parent chance node will have a very high value, which increases the overall average value for that chance node. For example, when we see that leaf 4 has a value of 2, which is much less than the value of the left chance node, 7, at this point we cannot make any assumptions about how the value of the middle chance node will ultimately be more or less in value than the left chance node. As it turns out, the leaf 5 has a value of 15, which brings the expected value of the middle chance node to 8, which is greater than the value of the left chance node. In the case where there is an upper bound to the value of a leaf node, there is a possibility of pruning: suppose that an upper bound of +10 applies only to the children of the rightmost chance node. In this case, after seeing that leaf 7 has a value of 6 and leaf 8 has a value of 5, the best possible value that the rightmost chance node can take on is $\frac{6+5+10}{3} = 7$, which is less than 8, the value of the middle chance node. Therefore, it is possible to prune leaf 9 in this case.
Q2. Games: Alpha-Beta Pruning

For each of the game-trees shown below, state for which values of $x$ the dashed branch with the scissors will be pruned. If the pruning will not happen for any value of $x$ write “none”. If pruning will happen for all values of $x$ write “all”.

We are assuming that nodes are evaluated left to right and ties are broken in favor of the latter nodes. A different evaluation order would lead to different interval bounds, while a different tie breaking strategies could lead to strict inequalities (> instead of ≥). Successor enumeration order and tie breaking rules typically impact the efficiency of alpha-beta pruning.

Q3. Bounded Expectimax

(a) **Expectimax.** Consider the game tree below, where the terminal values are the **payoffs** of the game. Fill in the expectimax values, assuming that player 1 is maximizing expected payoff and player 2 plays
uniformly at random (i.e., each action available has equal probability).

(b) Again, assume that Player 1 follows an expectimax strategy (i.e., maximizes expected payoff) and Player 2 plays uniformly at random (i.e., each action available has equal probability).

(i) What is Player 1’s expected payoff if she takes the expectimax optimal action?

50

(ii) Multiple outcomes are possible from Player 1’s expectimax play. What is the worst possible payoff she could see from that action?

5

(c) Even if the average outcome is good, Player 1 doesn’t like that very bad outcomes are possible. Therefore, rather than purely maximizing expected payoff using expectimax, Player 1 chooses to perform a modified search. In particular, she only considers actions whose worst-case outcome is 10 or better.

(i) Which action does Player 1 choose for this tree?

Left

(ii) What is the expected payoff for that action?

30

(iii) What is the worst payoff possible for that action?

20

(d) Now let’s consider a more general case. Player 1 has the following preferences:

- Player 1 prefers any lottery with worst-case outcome of 10 or higher over any lottery with worst-case outcome lower than 10.
- Among two lotteries with worst-case outcome of 10 or higher, Player 1 chooses the one with the highest expected payoff.
- Among two lotteries with worst-case outcome lower than 10, Player 1 chooses the one with the highest worst-case outcome (breaking ties by highest expected payoff).

Player 2 still always plays uniformly at random.

To compute the appropriate values of tree nodes, Player 1 must consider both expectations and worst-case values at each node. For each node in the game tree below, fill in a pair of numbers \((e, w)\). Here \(e\) is the expected value under Player 1’s preferences and \(w\) is the value of the worst-case outcome under those preferences, assuming that Player 1 and Player 2 play according to the criteria described above.

Last expect-layer, \((50, 20), (100, 0), (50, 40), (60, 30)\)
Funny max layer on top of lowest expect layer, \((50, 20), (60, 30)\)
Expect layer, \((55, 20)\)
Funny max at top, \((70, 70)\)

(e) Now let’s consider the general case, where the lower bound used by Player 1 is a number \(L\) not necessarily equal to 10, and not referring to the particular tree above. Player 2 still plays uniformly at random.

(i) Suppose a Player 1 node has two children: the first child passes up values \((e_1, w_1)\), and the second child passes up values \((e_2, w_2)\). What values \((e, w)\) will be passed up by a Player 1 node if
1. \(w_1 < w_2 < L\) \((e_2, w_2)\)
2. \(w_1 < L < w_2\) \((e_2, w_2)\)
3. \(L < w_1 < w_2\) \((\max(e_1, e_2), \argmax(e_1, e_2))\)

(ii) Now consider a Player 2 node with two children: the first child passes up values \((e_1, w_1)\) and the second child passes up values \((e_2, w_2)\). What values \((e, w)\) will be passed up by a Player 2 node if
1. \(w_1 < w_2 < L\) \((\text{mean}(e_1, e_2), \min(w_1, w_2))\)
2. \(w_1 < L < w_2\) \((\text{mean}(e_1, e_2), \min(w_1, w_2))\)
3. \(L < w_1 < w_2\) \((\text{mean}(e_1, e_2), \min(w_1, w_2))\)