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## Problem 1 (15). Arithmetic Circuit Design

a. You are to build a POPCOUNT unit, shown below, which takes a single 8 -bit input and produces a 4 -bit output that is the number of bits that are 1 in the input. You are to construct it out of Full Adder (FA) and Half Adder (HA) blocks, not logic gates. Use as few FA's and HA's as possible. Clearly label your design.
b. If you generalize your approach, how does the critical path of your design compare to that of an n-bit ripple carry adder? n-bit CLA?


Many solutions put all inputs into a Carry Propagate Adder.
The important part of the solution was to correctly combine bits with like place values.
That is to say bits with a $2^{0}$ significance cannot be grouped with bits with a $2^{1}$ significance...
Other possible solutions involved using a balanced binary tree of 2,2 and then 3 bit adders. However many people claimed $\mathrm{O}(\log (\mathrm{n}))$ or $\mathrm{O}(\mathrm{n})$ performance, however the real performance of this tree is slightly less than $\mathrm{O}\left(\log ^{2}(\mathrm{n})\right)$
Make sure you understand what a half-adder and full-adder are. Neither is a ripple carry adder.
$\qquad$

## Problem 2 (20). Circuit Delays

Determine the maximum clock rate for the circuit shown below. Assume the following:
(1) The primitive inverter delay is 100 ps . All wire delays are 0.
(2) The primitive delay of each gate is the number specified inside the gate. It is in units of primitive inverter delays.
(3) The actual delay of a gate in the circuit is a linear function of its primitive gate delay and its fanout: Actual delay = primitive delay +0.25 * (\# of fanouts)
a. Any logic gate, flip-flop or output port counts as one fanout of a gate.
b. For example, the XOR gate in the circuit below has a fanout of 2 (output port and inverter).
c. The two inverters in the circuit have a fanout of 1 (flip-flop input).
d. Flip-flop outputs incur fanout-related delays, just like gates.
(4) Flip-flop setup time and clock-to-Q time is 2 inverter delays.
(5) The maximum skew between any two clock inputs is 50 ps .

State clearly any other assumptions you make. Show your work.


Longest path: FF-AND-NOR-XOR-INV-FF
Delay $=3+0.25(2)+2+0.25(1)+4+0.25(2)+1+0.25(1)=11.5$ inv delays A path is defined and any series of combinational gates from any flip-flop output to any flip-flop input. This is not necessarily the delay around a loop. A path CANNOT GO THROUGH TWO FLIP-FLOPS.

FF delay $=2+0.25(2)+2=4.5($ clock-to- $Q+$ fanout delay + setup $)$
Clock skew $=0.5$
Only applies if the path starts and ends at a different register.

Total delay $=11.5+4.5+0.5=16.5$ inv delays or 1650 ps .
Maximum Frequency $=\mathbf{1} / 1650 \mathrm{ps}=606 \mathrm{MHz}$
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## Problem 3 (15). Memory

Describe each of the steps involved in a DRAM read operation. (We are looking for a single brief sentence or two for each major step.)

- Prior to the read, $O E \_1$ and $W E \_1$ are disasserted (OE_l = 1, WE_l = 1) and the DRAM chip is essentially inactive.
- Row address is provided. After row address becomes valid, RAS is asserted (RAS = 1)
- Column address is provided. After Column address becomes valid, CAS is asserted (CAS = 1)
- Output enable is asserted ( $O E \_1=0$ )
- Value of selected bits causes a small change in the precharged value on the line which is detected and amplified by the output driver or "sense amp"
- After a delay (of length specified by the data sheet), output data is latched
- Internally, the values read from the selected row are restored
- RAS and CAS are de-asserted
$\qquad$


## Problem 4 (20). Understanding verilog

It is your job to find all 10 errors in the verilog fragment below, and suggest corrections for each error. The exact function of the FSM doesn't matter.

An error is counted as anything where a single continuous block of text is missing or wrong. This means that an error may span multiple lines, but there will be no correct text between the lines.
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## Problem 5 (30). Controller design

In 1976 Seymore Cray introduced the Cray-1 Supercomputer that ran at an amazing 80 MHz and had all the characteristics that we associate with modern RISC processors. It also introduced the concept of vector registers, which are only beginning to appear in modern designs. In this problem you will design a portion of a vector unit.

Your machine has 8 vector registers, each containing 32 words of 32 bits in width. It has an adder unit that takes two 32-bit inputs and generates a 32-bit result. An additional VLENGTH register specifies the number of elements that are to be added. Thus the operation: VADD rd, rs, rt implements

FOR i from 0 to VLENGTH-1
REG[rd[i]] := REG[rs[i]] $+\operatorname{REG}[r t[i]]$
$\qquad$
a. Starting with the datapath skeleton shown below, you are to implement a controller for the VADD operation.

The vector registers are stored in a synchronous SRAM with two ports: port A is a read port and port B is a read/write port. The WriteEnable input (wEB_) indicates whether the operation on port B is a write. The vector register numbers for the sources and destination, as well as VLENGTH, are provided to you in registers.

Complete the datapath with MUXes, tristates, wires, counters, latches, adders, flipflops or other components as required to implement the VADD operation.

$\qquad$
b. Starting with the verilog skeleton below, implement your controller for your datapath.

```
module VADD( Clock, Reset,
                WEB_, OEB_,
                TristateEnable, Op, AddrBSelect,
                WriteBack, CountEnable, Done);
    input Clock, Reset;
    output WEB_, OEB_;
    output TristateEnable, Op, AddrBSelect;
    input WriteBack;
    output CountEnable;
    input
    parameter
    OP_Add =
                                1'b0,
    OP_Sub = 1'b1;
    assign WEB_ =
assign OEB_ = WriteBack | Done;
assign TristateEnable = WriteBack;
assign Op =
    assign
assign CountEnable = ~Done;
~(WriteBack & ~Done);
OP_Add;
endmodule
```

For this problem we accepted answers with either this simple Verilog based controller, and the more complicated datapath shown above or a similar solution but with a simpler datapath and a more complicated controller. The solution here shows the ideal division between datapath and controller, however we did not require you to divide it this way. In a real system the division would depend also on the other commands which had to be implemented on the datapath.

Those of you who took 3 cycles per addition also received full credit

## Grading Scale <br> Datapath

3-3 Data busses to addr
3 - Tri-state for D/IOB
3 - Concatenate addresses
3 - Mux for the ADDRB line
1- Correct operation (Add/Sub)
3 - Comparator for counter

## Control

3- Counter
3 - Read State/Write State
2 - Idle State/Done State

