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- Midterm 2 is graded.
-(And yes, it was very challenging.)
-Mean: 30
-Solutions will be posted and exams distributed soon.
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Evaluates to the
add $-\boldsymbol{x}-\delta-\boldsymbol{y}-\delta-\boldsymbol{z}^{2}$ procedure
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## Symbolic Programming

Symbols normally refer to values; how do we refer to symbols?


Quotation is used to refer to symbols directly in Lisp.
> (list 'a b)
(a 2)

Quotation can also be applied to combinations to form lists.

```
> (car '(a b c))
a
>(cdr '(a b c))
(b c)
```
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3
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## Scheme Lists and Quotation

Dots can be used in a quoted list to specify the second element of the final pair.

```
> (cdr (cdr '(1 2 . 3)))
3
```

However, dots appear in the output only of ill-formed lists.

```
> '(1 2 . 3)
(1 2 . 3)
> '(1 2 . (3 4))
(1 2 3 4)
> '(1 2 3 . nil)
(1 2 3)
(1 2 3)
```



What is the printed result of evaluating this expression?
$>(c d r \quad((12) \cdot(34 .(5))))$

## Scheme Lists and Quotation

Dots can be used in a quoted list to specify the second element of the final pair.

```
> (cdr (cdr '(1 2 . 3)))
3
```

However, dots appear in the output only of ill-formed lists.

```
> '(1 2 . 3)
(1 2 . 3)
> '(1 2 . (3 4))
(1 2 3 4)
> '(1 2 3 . nil)
(1 2 3)
(1 2 3)
```



What is the printed result of evaluating this expression?

```
>(cdr '((1 2) . (3 4 . (5))))
(3 4 5)
```

Sierpinski's Triangle

