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A method for bounding the resources used by a function by the "size" of a problem
$\boldsymbol{n}$ : size of the problem
$\boldsymbol{R}(\boldsymbol{n})$ : Measurement of some resource used (time or space)

$$
R(n)=\Theta(f(n))
$$

means that there are positive constants $k_{1}$ and $k_{2}$ such that

$$
k_{1} \cdot f(n) \leq R(n) \leq k_{2} \cdot f(n)
$$

for sufficiently large values of $\boldsymbol{n}$.

## Iteration vs Memoized Tree Recursion

Iterative and memoized implementations are not the same.

## Time <br> Space

```
def fib_iter(n):
    prev, curr = 1, 0
    for _ in range(n-1):
        prev, curr = curr, prev + curr
    return curr
@memo
def fib(n):
    if n == 1:
        return 0
    if n == 2:
        return 1
    return fib(n-2) + fib(n-1)
```


## Iteration vs Memoized Tree Recursion

Iterative and memoized implementations are not the same.

```
Time Space
def fib_iter(n):
    prev, curr = 1, 0
    for _ in range(n-1):
    \Theta(n)
    return curr
@memo
def fib(n):
    if n == 1:
        return 0
    if n == 2:
        return 1
    return fib(n-2) + fib(n-1)
```


## Iteration vs Memoized Tree Recursion

Iterative and memoized implementations are not the same.

```
Time Space
\Theta(n)\quad\Theta(1)
def fib_iter(n):
    prev, curr = 1, 0
    for _ in range(n-1):
        prev, curr = curr, prev + curr
    return curr
@memo
def fib(n):
    if n == 1:
        return 0
    if n == 2:
        return 1
    return fib(n-2) + fib(n-1)
```


## Iteration vs Memoized Tree Recursion

Iterative and memoized implementations are not the same.

```
Time Space
\Theta(n)\quad\Theta(1)
def fib_iter(n):
    prev, curr = 1, 0
    for _ in range(n-1):
        prev, curr = curr, prev + curr
    return curr
@memo
def fib(n):
    if n == 1:
        return 0
    \Theta(n)
    if n == 2:
        return 1
    return fib(n-2) + fib(n-1)
```


## Iteration vs Memoized Tree Recursion

Iterative and memoized implementations are not the same.

```
Time Space
def fib_iter(n):
    prev, curr = 1, 0
    for _ in range(n-1):
\Theta(n)\quad\Theta(1)
    return curr
@memo
def fib(n):
    if n == 1:
        return 0
        \Theta(n)
    \Theta(n)
    if n == 2:
        return 1
        return fib(n-2) + fib(n-1)
```


## Counting Factors

Order of growth can still be used, even if we can quantify amounts exactly.

Problem: How many factors does a positive integer $n$ have?

A factor $k$ of $n$ is a positive integer such that $n / k$ is also a positive integer.
def count_factors(n)"
Time Space

Slow: Test each $k$ from 1 to $n$.

Fast: Test each $k$ from 1 to square root $n$. For every $k, n / k$ is also a factor!

## Counting Factors

Order of growth can still be used, even if we can quantify amounts exactly.

Problem: How many factors does a positive integer $n$ have?

A factor $k$ of $n$ is a positive integer such that $n / k$ is also a positive integer.
def count_factors(n)"

Slow: Test each $k$ from 1 to $n$.

Time Space
$\Theta(n)$
$\Theta(1)$

Fast: Test each $k$ from 1 to square root $n$. For every $k, n / k$ is also a factor!

## Counting Factors

Order of growth can still be used, even if we can quantify amounts exactly.
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| $\Theta\left(n^{2}\right)$ | Quadratic growth. E.g., operations on all pairs. |
|  | Incrementing n increases $\mathrm{R}(\mathrm{n})$ by the problem size n . |
| $\Theta(n)$ | Linear growth. Resources scale with the problem. |
| $\Theta(\log n)$ | Logarithmic growth. These processes scale well. |
|  | Doubling the problem only increments $R(n)$. |
| $\Theta(1)$ | Constant. The problem size doesn't matter. |

Comparing orders of growth ( n is the problem size)


