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- Evaluate the predicate.
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Evaluation of the tail context does not require a recursive call. E.g., replace (if false 1 (+ 2 3)) with (+ 2 3) and repeat.
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```

Our Scheme interpreter is a universal machine

A bridge between the data objects that are manipulated by our programming language and the programming language itself

Internally, it is just a set of manipulation rules
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