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The Joule: Unit of 
energy.  A 1 Gallon 
gas container holds  
130 MJ of energy.

1 J = 1 W * s 1 W = 1 J/s.

The Watt:  
Unit of power. 
A rate of  
energy (J/s).  
A gas pump  
hose delivers  
6 MW.

120 KW: The power 
delivered by a  
Tesla Supercharger. 
Tesla Model S has a 
306 MJ battery  
(good for 265 miles).
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Energy and Performance

Sad fact: Computers turn 
electrical energy into heat.  
Computation is a byproduct.

Air or water carries heat 
away, or chip melts.
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+
1V -

1 Ohm 
Resistor

1A

1 Joule heats 1 gram of water 
0.24 degree C

This is how electric tea pots work ...

1 Joule of Heat Energy 
per Second

1 Watt

20 W rating: Maximum 
power the package is able to 
transfer to the air.  Exceed 
rating and resistor burns.

The Watt: Unit of power.  
The amount of energy  
burned in the resistor  
in 1 second.

The Joule: Unit of energy. 
Can also be expressed as 
Watt-Seconds.  Burning 
1 Watt for 100 seconds 
uses 100 Watt-Seconds 
of energy.
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Cooling an iPod nano ...
Like resistor on last 
slide, iPod relies on 
passive transfer of 
heat from case 
to the air.

Why? Users don’t want  
fans in their pocket ... 

To stay “cool to the touch” 
via passive cooling, 

power budget of 5 W.
If iPod nano used 5W all the time, its battery would last 15 minutes ...
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Powering an iPod nano (2005 edition)
1.2 W-hour battery:  
Can supply 1.2 watts  
of power for 1 hour.

1.2 W-hr / 5 W ≈ 15 minutes.

Real specs for iPod nano : 
14 hours for music, 

4 hours for slide shows.

85 mW for music.
300 mW for slides.

More W-hours require bigger battery 
and thus bigger “form factor” --  
it wouldn’t be “nano” anymore :-).



UC Regents Spring 2016  © UCBCS 250 L5: Power and Energy

Finding the (2005) iPod nano CPU ...

Two 80 MHz CPUs. 
One CPU used for 
audio, one for slides. 

Low-power ARM 
roughly 1mW per 
MHz ... variable  
clock, sleep modes. 

85 mW system 
power realistic ...

A close relative ...



2010 nano
0.74 ounces 

(50% of 
2005 Nano)

What’s happened since 2005?

“Up to” 24 hours  
audio playback.  
70% improvement 
from 2005 nano.

0.39 W Hr  
(33% of 2005 Nano)



3.8 V, 0.78 Wh lithium-ion 
battery on 38mm model.  Apple 
claims the 205 mAh battery 
should provide up to 18 hours 
of use (which translates to 6.5 
hours of audio playback, 3 
hours of talk time, or 72 hours 
of Power Reserve mode.)

2015
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WiFi/Bluetooth



1.76 ounces - 


4X the weight 
of iPod Shuffle

640 x 360 
Liquid Crystal 
on Silicon 
(LCoS) prism 
projector.

2.1 Wh battery - 5.3x as much energy as 2010 Nano.
Battery life very 
usage dependent.

Logic Board



iPhone6

12

4.7 inch iPhone6: 
1,810mAh battery

iPhone 5s: 1570mAh
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The	
  A8	
  is	
  manufactured	
  on	
  a	
  
20	
  nm	
  process	
  by	
  TSMC.	
  It	
  
contains	
  2	
  billion	
  transistors.	
  	
  Its	
  
physical	
  size	
  is	
  89	
  mm^2.	
  	
  ]	
  It	
  has	
  
1	
  GB	
  of	
  LPDDR3	
  RAM	
  included	
  in	
  
the	
  package.	
  	
  It	
  is	
  dual	
  core,	
  and	
  
has	
  a	
  frequency	
  of	
  1.38	
  GHz.
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Notebooks ... as designed in 2006 ...

Performance: Must be “close enough” to 
desktop performance ... most people no 
longer used a desktop (even in 2006).

Heat: No longer “laptops” -- top may get 
“warm”, bottom “hot”.  Quiet fans OK.

Size and Weight.  Ideal: paper notebook.

1 in

8.9 in

12.8 in

2006 Apple MacBook -- 5.2 lbs
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Battery: Set by size and weight limits ...

Almost full 1 inch depth. 
Width and height set by 
available space, weight.

Battery rating: 
55 W-hour.

At 2.3 GHz, Intel 
Core Duo CPU 
consumes 31 W 
running a heavy 
load - under 2 
hours battery 
life! And, just 
for CPU!

At 1 GHz, CPU consumes  
13 Watts. “Energy saver” 
option uses this mode ...

46x more energy than iPod 
nano battery. And iPod lets you 
listen to music for 14 hours!
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MacBook Air ...  design the laptop like an iPod
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Non-removable, “form-fit” battery ...Mainboard: fills about 25% of the laptop

35 W-h battery: 63% of 2006 MacBook’s 55 W-h
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MacBook Air: Full PC
To

p
Bo

tt
om

Core i5 
CPU/GPU

Platform 
Controller 

HubThunderbolt I/O

Up to 


4GB DRAM
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Servers: Total Cost of Ownership (TCO)
Machine rooms 
are expensive. 
Removing heat 
dictates how 
many servers to 
put in a machine 
room.

Electric bill adds 
up! Powering the 
servers + 
powering the air 
conditioners is a 
big part of TCO.

Reliability: running computers 
hot makes them fail more often.
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Computations 
per W-h 
doubles every 
1.6 years, 
going back 


to the first 
computer.



(Jonathan 
Koomey, 
Stanford).
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Processors and Energy



Moore’s Law2.6 Billion

1 Million

2 Thousand
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  Switching Energy: Fundamental Physics
Every logic transition dissipates energy.

How can 
we limit 

switching 
energy? 

(1) Reduce # of clock transitions.  But we have work to do ...
(2) Reduce Vdd.  But lowering Vdd limits the clock speed ...
(3) Fewer circuits.  But more transistors can do more work.
(4) Reduce C per node.  One reason why we scale processes.

Spring 2003 EECS150 – Lec10-Timing Page 10

Gate Switching Behavior

• Inverter:

• NAND gate:

Vdd

1
2

C VddE0->1= 2

Vdd

1
2

C VddE1->0= 2

C 

Strong result: Independent of technology.
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Scaling switching energy per gate ...

66

65nm

300mm

Dual Core

Scaling:  Scaling:  The Fundamental Cost DriverThe Fundamental Cost Driver

90nm

300mm

130nm

200mm

180nm

200mm

250nm

200mm

350nm

200mm

OROR ==
Twice theTwice the

circuitry in thecircuitry in the

same spacesame space

(architectural(architectural

innovation)innovation)

The sameThe same

circuitry in halfcircuitry in half

the spacethe space

(cost reduction)(cost reduction)

Half the die sizeHalf the die size
for the samefor the same

capability thancapability than
in the priorin the prior

processprocess

IC process scaling  
(“Moore’s Law”)

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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Process Advances Still Scale PowerProcess Advances Still Scale Power

but the rate has slowed and collaboration is requiredbut the rate has slowed and collaboration is required
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Recent slope 
more shallow 
because V is 
being scaled  
less 
aggressively.
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T.J. Watson Research Center

© 2004, 2005 IBM Corporation29 Pradip Bose|  Hot Chips 2005 Tutorial August 14, 2005

Power-related issues in chip design

Temperature

Capacitive (Dynamic) Power Static (Leakage) Power

Minimum Voltage

20 cycles

Di/Dt (Vdd/Gnd Bounce)
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)

  

VOUT 

CL 
ISub 

VIN 

IGate 

Vin Vout

CL

Vdd

0V = 

Second Factor: Leakage Currents
Even when a logic gate isn’t switching, it burns power.

Igate: Ideal capacitors have  
zero DC current.  But modern 
transistor gates are a few 
atoms thick, and are not ideal.

Isub: Even when this nFet  
is off, it passes an Ioff  

leakage current.  

We can engineer any Ioff 
we like, but a lower Ioff also 

results in a lower Ion, and thus 
a lower maximum clock speed.

1717

Leakage becomes SignificantLeakage becomes Significant

Power scaling vs. process for the last 10 yearsPower scaling vs. process for the last 10 years

(includes frequency increasing with process speed)(includes frequency increasing with process speed)

N
o

rm
a
li
z
e
d

 P
ro

d
u

c
t 

P
o

w
e
r

N
o

rm
a
li
z
e
d

 P
ro

d
u

c
t 

P
o

w
e
r

LeakageLeakage

DynamicDynamic

00

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

.35!m.35!m .25!m.25!m .18!m.18!m .13!m.13!m 90nm90nm 65nm65nm

Strained Strained 

silicon silicon 

reductionreduction

1717

Leakage becomes SignificantLeakage becomes Significant

Power scaling vs. process for the last 10 yearsPower scaling vs. process for the last 10 years

(includes frequency increasing with process speed)(includes frequency increasing with process speed)

N
o

rm
a
li
z
e
d

 P
ro

d
u

c
t 

P
o

w
e
r

N
o

rm
a
li
z
e
d

 P
ro

d
u

c
t 

P
o

w
e
r

LeakageLeakage

DynamicDynamic

00

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

.35!m.35!m .25!m.25!m .18!m.18!m .13!m.13!m 90nm90nm 65nm65nm

Strained Strained 

silicon silicon 

reductionreduction

Intel’s 2006 processor designs, 
leakage vs switching power

A lot of work was 
done to get a ratio 
this good ... 50/50 
is common.

Bill Holt, Intel, Hot Chips 17.
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Engineering “On” Current at 25 nm ...

I     ds
Vs

Vd

V  g

0.7 = Vdd

0.25 ≈ Vt

I     ds

1.2 mA = Ion

Ioff = 0 ???

We can increase Ion by  
raising Vdd and/or lowering Vt.
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Plot on a “Log” Scale to See “Off” Current

I     ds
Vs

Vd

V  g I     ds

Ioff ≈ 10 nA

We can decrease Ioff by  
raising Vt - but that lowers Ion.

0.25 ≈ Vt

1.2 mA = Ion

0.7 = Vdd
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Device engineers trade speed and power

Silicon Device Scaling to the
Sub-10-nm Regime

Meikei Ieong,1* Bruce Doris,2 Jakub Kedzierski,1 Ken Rim,1 Min Yang1

In the next decade, advances in complementary metal-oxide semiconductor fabrication
will lead to devices with gate lengths (the region in the device that switches the current
flow on and off) below 10 nanometers (nm), as compared with current gate lengths in
chips that are now about 50 nm. However, conventional scaling will no longer be
sufficient to continue device performance by creating smaller transistors. Alternatives
that are being pursued include new device geometries such as ultrathin channel struc-
tures to control capacitive losses and multiple gates to better control leakage pathways.
Improvement in device speed by enhancing the mobility of charge carriers may be ob-
tained with strain engineering and the use of different crystal orientations. Here, we
discuss challenges and possible solutions for continued silicon device performance trends
down to the sub-10-nm gate regimes.

T he steady reduction in the minimum
feature size in integrated circuits has
helped the microelectronic industry to

produce products with spectacular increase in
computational capability and integration den-
sity at lower cost. Smaller transistors operate
faster than larger ones, and for a given chip
technology, the cost
of a chip decreases
with area rather than
with the number of
transistors.

The exponential
scaling trend surely
will eventually hit
fundamental limits,
but the many predic-
tions of a near-term
end of device scaling
have proven too pes-
simistic. With the
introduction of the
production of 90-nm
node technology in
2004, the semicon-
ductor industry is en-
tering the Bnano[ era
(1). (The B90-nm
node[ refers to the
smallest half-pitch metal lines available in the
technology. The actual gate lengths of the de-
vices are about 50 nm.) In the next decade,
device gate lengths will be scaled to below

10 nm (1). We discuss below the challenges
in device scaling and possible solutions in
maintaining the performance trend.

MOSFETs: The Building Blocks
The MOSFET, or metal oxide semiconductor
field-effect transistor, is a fundamental

switching device in very-large-scale integrat-
ed (VLSI) circuits. A MOSFET (Fig. 1A)
has at least three terminals, which are des-
ignated as gate, source, and drain. The gate
electrode is separated electrically from the
source and the drain by a thin dielectric film,
usually silicon dioxide. The source and the
drain are doped with impurities that are op-
posite in polarity to the substrate, which is
doped with boron for N-channel transistors
and with arsenic or phosphorous for P-

channel transistors. This source, substrate,
and drain doping effectively produces two
back-to-back junction diodes from the source
terminal to the drain terminal. When a suf-
ficiently large positive voltage is applied to
the gate of an N-channel transistor (which
creates an electric field, hence the field ef-
fect), the silicon surface is ‘‘inverted’’—the
conduction band is populated and forms a
narrow conducting layer between the source
and the drain. If there is a voltage difference
between the source and the drain, an electric
current can flow between them. When the
gate voltage is removed or set at zero volt-
age, the surface region under the gate is
depleted with electric carriers and there is no
current flow between the source and the
drain. We can therefore see that the current
flowing through the structure can be regulat-
ed by applying voltage to the gate electrode.

A MOSFET can be used either as an elec-
trical switch or as an amplifier. The majority
of MOSFETs on an integrated circuit today
are used as electrical switches. How fast a
MOSFET can be switched on and off is
therefore a critical figure of merit to deter-
mine the competitiveness of the technology.
The two major factors that control the speed
of MOSFETs are the channel length from
the source to the drain and the speed at which
channel charge carriers travel from the source

REVIEW

1IBM Semiconductor Research and Development
Center, T. J. Watson Research Center, Yorktown
Heights, NY 10598, USA. 2IBM Semiconductor Re-
search and Development Center, Microelectronic
Division, Hopewell Junction, NY 12533, USA.

*To whom correspondence should be addressed.
E-mail: mkieong@us.ibm.com

A Scaled Device

                       SCALING
Voltage: V/α
Oxide: tox/α

Gate Length: L/α
Diffusion: xd/α
Substrate: α*NA 
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Fig. 1. (A) Schematic of MOSFET indicating various relevant device scaling parameters. (B) Complementary metal-oxide
semiconductor (CMOS) inverter gate delay as a function of power-supply voltage (Vdd). Gate delay rapidly increases as Vdd
approaches the threshold voltage (Vt). (C) Design space for supply and threshold voltages for optimum performance and
power dissipation. Technology scaling diminishes this design space.

www.sciencemag.org SCIENCE VOL 306 17 DECEMBER 2004 2057

From: Silicon Device Scaling to the Sub-10-nm Regime
Meikei Ieong,1* Bruce Doris,2 Jakub Kedzierski,1 Ken Rim,1 Min Yang1

We can reduce leakage  
(Pstandby) by raising Vt.

We can increase speed  
by raising Vdd and 

lowering Vt.

We can reduce CV  (Pactive)  
by lowering Vdd.

2
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High

Performance

Ultra-Low

Power

CPU

Cell Phone

PDA

Mobile Chipset

Network Processor

Low

Power

Transistors Require Optimization to the ApplicationTransistors Require Optimization to the Application
Performance vs. LeakagePerformance vs. Leakage

Optimized  transistors can provide ~1000x lower leakageOptimized  transistors can provide ~1000x lower leakage

Customize processes for product types ...

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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Transistor physics revisited ...

----------

p-

n+

Vd = 1V

n+

Vs = 0V
dielectric

Vg = 1V
+++++++++
----------

I ≈ μA 
The drain 

junction is also a 
capacitor, and 

puts - charges in 
the substrate.++++++++++++

--------------
---

-----

p-

n+

Vd = 1V

n+

Vs = 0V
dielectric

Vg = 0V Away from the 
surface, the 

drain-induced 
charges remain 
even when the 

gate is off!
++++++++++++
--------------

---
-----

I ≈ :-( 

As we make L smaller, source and drain 
come closer, and Ioff gets larger!
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Solution concept: Fully-depleted channel

Vd = 1VVs = 0V
dielectric

Vg = 0V

I ≈ μA 
Vd = 1VVs = 0V

dielectric

Vg = 1V

----------
+++++++++

Off: 

On: 

I ≈ nA 

We limit the depth of the channel so that 
the gate voltage “wins” over the drain voltage.

Done as shown, 5 to 7 nm depth for a 20 nm transistor.

“FD-SOI” -- Fully-Depleted Silicon-On-Insulator
Requires expensive wafers
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Vgs

Ids
Intel 22nm Process

Transistor channel is a 
raised fin.

Gate controls channel 
from sides and top.

Channel depth is fin width. 
12-15nm for L=22nm.
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Intel  
22nm 
NMOS

Third Quarter 2013

Xcell Journal 13

C O V E R  S T O R Y

series of more elaborate manufacturing steps such as dou-ble patterning. The 20-nm node provides phenomenal ben-efits in terms of power as well as performance, but the costis increasing marginally because of elaborate manufactur-ing to ensure silicon integrity. 
Thanks in large part to remarkable research started byCal Berkeley professor Chenming Hu under a DARPA con-tract, the 20-nm process will likely be the last hurrah for theplanar transistor (at least as we know it today), as theindustry moves to FETs built with fins. 

INS AND OUTS OF FINS
In a planar transistor of today, electrical current flows fromsource to drain through a flat, 2D horizontal channel under-neath the gate. The gate voltage controls current flow through

the channel. As transistor
size shrinks with the intro-
duction of each new silicon
process, the planar transistor cannotadequately stop the flow of currentwhen it is in an “off” state, which results inleakage and heat. In a FinFET MOSFET transis-tor, the gate wraps around the channel on threesides, giving the gate much better electrostatic control to stopthe current when the transistor is in the “off” state. Superiorgate control in turn allows designers to increase the currentand switching speed and, thus, the performance of the IC.Because the gate wraps around three sides of the fin-shapedchannel, the FinFET is often called a 3D transistor (not to beconfused with 3D ICs, like the Virtex-7 2000T, which Xilinxpioneered with its stacked-silicon technology). In a three-dimensional transistor (see Figure 1b), gate con-trol of the channel is on three sides rather than just one, as in

conventional two-dimensional planar transistors (see Figure1a). Even better channel control can be achieved with a thin-ner fin, or in the future with a gate-all-around structurewhere the channel will be enclosed by a gate on all sides.The industry believes the 16-nm/14-nm FinFET processwill enable a 50 percent performance increase at the samepower as a device built at 28 nm. Alternatively, the FinFETdevice will consume 50 percent less power at the same per-formance. The performance-per-watt benefits added to thecontinued increases in capacity make FinFET processesextremely promising for devices at 16 or 14 nm and beyond. That said, the cost and complexity of designing andmanufacturing 3D transistors is going to be higher at leastfor the short term, as EDA companies figure out ways toadequately model the device characteristics of these newprocesses and augment their tools and flows toaccount for signal integrity, electromigration,width quantization, resistance and capaci-

tance. This complexity makes designing ASICs and ASSPseven riskier and more expensive than before.Xilinx, however, shields users from the manufacturingdetails. Customers can reap the benefits of increased per-formance per watt and Xilinx’s Generation Ahead designflows to bring innovations based on the new UltraScalearchitecture to market faster. 

Figure 1 – The position of the gatediffers in the two-dimensional 
traditional planar transistor (a) 
vs. the three-dimensional FinFETtransistor (b).

(a)

(b)
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Sandy 
Bridge



32nm


planar



 1.16B 
transistors

Ivy Bridge



22nm 


FinFet



 1.4B 
transistors

“Less than half the power @ same performance”



—Cary Chin is director of marketing for low-power solutions at Synopsys.

Haswell (2013, 22nm FinFET)

Ivy Bridge 


(2012, 22nm FinFET)

Ho
ur

s
Leakage reduction in “Tock” 22nm Intel CPUs
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Break
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Six low-power design techniques 

Power-down idle transistors

Parallelism and pipelining 

Slow down non-critical paths

Clock gating

Thermal management

Data-dependent processing
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Trading Hardware for Power

via Parallelism and Pipelining ...

Design Technique #1 (of 6)
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Gate delay 
roughly linear 

with Vdd 

This magic trick brought to you by Cory Hall ...
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Multiple Supply

Voltages

Logic Block
Freq = 1

Vdd  = 1

Throughput = 1

Power = 1

Area = 1 

Pwr Den = 1

Vdd

Logic Block

Freq = 0.5

Vdd  = 0.5

Throughput = 1

Power = 0.25

Area = 2

Pwr Den = 0.125

Vdd/2

Logic Block

Replicated DesignsAnd so, we can transform this:

Block processes stereo audio. 1/2  
of clocks for “left”, 1/2 for “right”.

P ~ F ⨯ Vdd
2

P ~ 1 ⨯ 12

Into this: Top block processes “left”, bottom “right”.
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CV2  power only

P ~ #blks ⨯  F  ⨯ Vdd 2

P ~    2   ⨯ 1/2 ⨯ 1/4 = 1/4 
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Minimizing Power Consumption in CMOS Circuits

Anantha P. Chandrakasan

Robert W. Brodersen

Department of EECS

University of California at Berkeley

Abstract: An approach is presented for minimizing power consumption for digital systems implemented

in CMOS which involves optimization at all levels of the design. This optimization includes the technol-

ogy used to implement the digital circuits, the circuit style and topology, the architecture for implement-

ing the circuits and at the highest level the algorithms that are being implemented. The most important

technology consideration is the threshold voltage and its control which allows the reduction of supply

voltage without significant impact on logic speed. Even further supply reductions can be made by the use

of an architecture based voltage scaling strategy, which uses parallelism and pipelining, to trade-off sili-

con area and power reduction. Since energy is only consumed when capacitance is being switched,

power can be reduced by minimizing this capacitance through operation reduction, choice of number

representation, exploitation of signal correlations, re-synchronization to minimize glitching, logic design,

circuit design and physical design. The low-power techniques that are presented have been applied to the

design of a chipset for a portable multimedia terminal that supports pen input, speech I/O and full-

motion video. The entire chipset that performs protocol conversion, synchronization, error correction,

packetization, buffering, video decompression and D/A conversion operates from a 1.1V supply and con-

sumes less than 5mW.

1.0 Introduction

In recent years, the desirability of portable operation of all types of electronic systems has become clear and

a major factor in the weight and size of portable devices is the amount of batteries which is directly impacted

by the power dissipated by the electronic circuits. In addition, the cost of providing power (and associated

cooling) has resulted in significant interest in power reduction even in non-portable applications which have

access to a power source. In spite of these concerns, until recently, there has not been a major focus on a design

methodology of digital circuits which directly addresses power reduction, with the focus rather on ever faster

clock rates and logic speeds. The approach which will be presented here, takes another viewpoint, in which all

possible aspects of a system design are investigated with the goal of reducing the power consumption. These
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With this architecture, the power reduces by a factor of approximately 2.5, providing approximately the same

power reduction as the parallel case with the advantage of lower area overhead. As an added bonus, increasing

the level of pipelining also has the effect of reducing logic depth and hence power contributed due to hazards

and critical races.

Clearly an even bigger improvement can be obtained by simultaneously exploiting parallelism and pipelin-

ing. The summary of all these cases along with the area penalty is presented in Table 2.

5.1.2 Memory Access

The same parallelism concept used in the previous section can be used to optimize memory operations for

low-power. For example, Figure 21 show two alternate schemes for reading 8bits of data from memory at

throughput f. On the left had side is the serial access scheme in which the 8-bits of data are read in a serial for-
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Figure 20 Pipelined implementation of the simple datapath.
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With this architecture, the power reduces by a factor of approximately 2.5, providing approximately the same
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the level of pipelining also has the effect of reducing logic depth and hence power contributed due to hazards
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With this architecture, the power reduces by a factor of approximately 2.5, providing approximately the same
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where Cref is the total effective capacitance being switched per clock cycle. The effective capacitance was

determined by averaging the energy over a sequence of input patterns with a uniform distribution.

 One way to maintain throughput while reducing the supply voltage is to utilize a parallel architecture. As

shown in Figure 19, two identical adder-comparator datapaths are used, allowing each unit to work at half the

original rate while maintaining the original throughput. Since the speed requirements for the adder, compara-

tor, and latch have decreased from 25ns to 50ns, the voltage can be dropped from 5V to 2.9V (the voltage at

which the delay doubled, from Figure 7). While the datapath capacitance has increased by a factor of 2, the

operating frequency has correspondingly decreased by a factor of 2. Unfortunately, there is also a slight

increase in the total “effective” capacitance introduced due to the extra routing, resulting in an increased capac-

itance by a factor of 2.15. Thus the power for the parallel datapath is given by:

(EQ 15)
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With this architecture, the power reduces by a factor of approximately 2.5, providing approximately the same

power reduction as the parallel case with the advantage of lower area overhead. As an added bonus, increasing

the level of pipelining also has the effect of reducing logic depth and hence power contributed due to hazards

and critical races.

Clearly an even bigger improvement can be obtained by simultaneously exploiting parallelism and pipelin-

ing. The summary of all these cases along with the area penalty is presented in Table 2.

5.1.2 Memory Access

The same parallelism concept used in the previous section can be used to optimize memory operations for

low-power. For example, Figure 21 show two alternate schemes for reading 8bits of data from memory at

throughput f. On the left had side is the serial access scheme in which the 8-bits of data are read in a serial for-
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The amount of parallelism can be increased to further reduce the power supply voltage and the power con-

sumption for a fixed throughput. However, as the supply approaches the threshold voltage of the devices, the

delays increase significantly with a reduction in supply voltage and therefore the amount of parallelism and

corresponding overhead circuitry increase significantly. At some “optimum” voltage, the overhead circuitry

due to parallelism dominates and the power starts to increase with further reduction in supply [14].

Another possible approach is to apply pipelining to the architecture, as shown in Figure 20. With the addi-

tional pipeline latch, the critical path becomes the max[Tadder, Tcomparator], allowing the adder and the compar-

ator to operate at a slower rate. For this example, the two delays are equal, allowing the supply voltage to again

be reduced from 5V used in the reference datapath to 2.9V (the voltage at which the delay doubles) with no

loss in throughput. However, there is a much lower area overhead incurred by this technique, as we only need

to add pipeline registers. Note that there is again a slight increase in hardware due to the extra latches, increas-

ing the “effective” capacitance by approximately a factor of 1.15. The power consumed by the pipelined datap-

ath is:
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Abstract: An approach is presented for minimizing power consumption for digital systems implemented

in CMOS which involves optimization at all levels of the design. This optimization includes the technol-

ogy used to implement the digital circuits, the circuit style and topology, the architecture for implement-

ing the circuits and at the highest level the algorithms that are being implemented. The most important

technology consideration is the threshold voltage and its control which allows the reduction of supply

voltage without significant impact on logic speed. Even further supply reductions can be made by the use

of an architecture based voltage scaling strategy, which uses parallelism and pipelining, to trade-off sili-

con area and power reduction. Since energy is only consumed when capacitance is being switched,

power can be reduced by minimizing this capacitance through operation reduction, choice of number

representation, exploitation of signal correlations, re-synchronization to minimize glitching, logic design,

circuit design and physical design. The low-power techniques that are presented have been applied to the

design of a chipset for a portable multimedia terminal that supports pen input, speech I/O and full-

motion video. The entire chipset that performs protocol conversion, synchronization, error correction,

packetization, buffering, video decompression and D/A conversion operates from a 1.1V supply and con-

sumes less than 5mW.

1.0 Introduction

In recent years, the desirability of portable operation of all types of electronic systems has become clear and

a major factor in the weight and size of portable devices is the amount of batteries which is directly impacted

by the power dissipated by the electronic circuits. In addition, the cost of providing power (and associated

cooling) has resulted in significant interest in power reduction even in non-portable applications which have

access to a power source. In spite of these concerns, until recently, there has not been a major focus on a design

methodology of digital circuits which directly addresses power reduction, with the focus rather on ever faster

clock rates and logic speeds. The approach which will be presented here, takes another viewpoint, in which all

possible aspects of a system design are investigated with the goal of reducing the power consumption. These
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Abstract—This paper describes a single-cycle throughput
lighting accelerator fabricated in 1.05 V, 32 nm CMOS for on-die
acceleration of 3D graphics vertex and pixel shading in high-per-
formance processors and mobile systems-on-chip. Log-domain
parallel computation of ambient, diffuse, and specular lighting
using high-accuracy 32b log and anti-log units that convert
computation from floating-point (FP) to fixed-point domain, 32b
sparse-tree fixed-point adders and a 32 32b signed fixed-point
multiplier with truncated partial product reduction tree enable
2.05 GVertices/s throughput measured at 1.05 V, 25 C in an area
of 0.064 while achieving: (i) 47% reduction in critical path
logic stages compared to previously published work, (ii) 0.56%
mean vertex lighting error compared to single-precision FP
computation, (iii) 354 W active leakage power measured at
1.05 V, 25 C, (iv) scalable performance up to 2.22 GHz, 232 mW
measured at 1.2 V, (v) peak energy-efficiency of 56 GVertices/s/W,
measured at 560 mV, 25 C, and (vi) 119.6 dB PSNR for a 2M pixel
high-resolution 3D image.

Index Terms—3D graphics, fixed-point, lighting acceleration, log
arithmetic, Phong illumination, vertex and pixel shading.

I. INTRODUCTION

A DVANCED lighting computation based on bi-directional
reflectance distribution functions (BRDFs) is the key

ingredient for rendering realistic images in high-throughput
3D graphics pipelines [1]. BRDF-based lighting computation
is the most performance and power-critical operation in pro-
grammable vertex and pixel shaders due to the large number
of compute-intensive floating-point (FP) operations such as
multiplication and exponentiation, consuming up to 83% of 3D
geometry processing cycles [2], [3]. BRDFs define how light
is reflected and absorbed at an opaque surface giving visual
cues about geometry and texture [1]. Realism in 3D graphics is
achieved by adding complex lighting effects based on BRDF
models to virtual scenes. One of the most commonly used
and simplest empirical BRDF models for lighting is known as
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Fig. 1. Phong Illumination for vertex and pixel shading.

Phong Illumination (PI) which calculates luminous intensity
for each Red (R), Green (G), and Blue (B) color given light
sources as shown in (1) [4]:

(1)

Equation (1) consists of three components: ambient intensity,
diffuse intensity, and specular intensity. Global illumination is
modeled by ambient intensity which adds shadows, attenuation,
and minimizes unlit areas. Diffuse intensity models reflections
of light across surfaces from incoming directed light giving
brightness to an object. Specular reflection models mirror-like
effects on 3D surfaces giving visual clues about surface geom-
etry and material. Fig. 1 shows how each of the lighting compo-
nents affects the rendering of an object and explains the orienta-
tion of each of the vectors in the PI equation at a given point on
a polygonal surface. The inputs to (1) are floating-point values
where , , and represent the relative weightings of each of
the ambient, diffuse and specular components. The ambient and
light source intensities are represented by and . The vector
represents the normal at a point on the surface and repre-

sents the direction vector toward the light source. The vector
is the reflection of and represents the viewing direc-

tion. The compute intensity of floating-point multiplication and
exponentiation in (1) make this lighting calculation a perfor-
mance-critical operation in 3D geometry processing. Floating

0018-9200/$31.00 © 2012 IEEE
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Fig. 3. Organization of Phong Illumination lighting accelerator.

measurement results in 32 nm CMOS. Finally, Section VIII
concludes the paper.

II. LIGHTING ACCELERATOR DATAPATH ORGANIZATION

The organization of the special-purpose PI lighting acceler-
ator for programmable vertex/pixel shading is shown in Fig. 3.
The input light sources, weighting constants ,
product of vertex/pixel normal and light direction ( ),
and product of reflection vector and viewing direction ( )
are normalized single-precision FP values in the range of
(0,1). The constrained range of the FP inputs enables use
of highly-accurate high-speed log units that convert critical
lighting calculations such as exponentiation from compute-in-
tensive FP to a more energy-efficient fixed-point space. In
contrast to previously published approaches that compute only
specular exponentiation in the log domain [2], [3], [5], [8]–[12],
this design leverages the increased accuracy of a 5-segment
FPWL-L circuit to compute the entire lighting equation in
the log-domain, thereby converting the ambient and diffuse
floating-point multiplications and to

fixed-point additions and and

the critical specular exponentiation to fixed-point
multiplication . This results in 3-cycle ambient
and diffuse lighting latency and 4-cycle specular lighting
latency and 47% reduction in critical path logic stages as com-
pared to conventional circuits that compute only the specular
component in the log-domain [5].
The five 32b fixed-point adders are sparse-tree adders based

on the design presented in [15] which is also the basis of the
implementation of the 24b completion adders in log and anti-log
units. The specular multiplier is a specialized Booth-encoded
radix-4 multiplier based on [16]; however, the partial product
tree has been truncated to improve the performance and energy
efficiency of the specular intensity computation. Details of the
log and anti-log units and multiplier circuit are presented in the
next three sections.

III. LOG UNIT DATAPATH CIRCUITS

Computation of the critical exponentiation term in the PI
equation can be implemented in a number of different ways.

There has been a large body of published work that attempts
to compute the powering operation using few compute cycles
and small hardware area [5]–[7], [10], [18], [19], [21]–[24].
One approach is to compute the powering operation directly
using machine instructions or through the use of a C
library function; this type of computation can take up to 150
cycles depending on the type of machine used [25]. A Taylor
series approximation coupled with table-based lookup are
alternate solutions that have been proposed [20], [23], which
lead to very large area requirements if the exponent is large.
Another commonly used approach that requires less area is
linear interpolation to reduce the table size [12]. However,
this approach creates visible Mach bandings [30] if the tables
are small and the interpolations are of low order. For small
values of the specular coefficient, , the power term can be
approximated using a Taylor or Chebyshev approximation
which replaces the exponentiation with a polynomial [24].
Other approaches include piecewise quadratic approximation
or Cordic-based algorithms [6], [7], [19], [28]. Except for [5],
the main drawback of these approaches is the large number of
compute cycles required to implement the powering operation,
with large area and power overheads when high accuracy or
support for large exponents is necessary.
In this work, the exponentiation is computed in only four cy-

cles in the log domain using a high-accuracy PWL approxima-
tion of the log which converts the exponentiation term into a
fixed-point multiplication. The proposed log-unit computes the
base-2 logarithm of single-precision FP number in the range
(0,1), which results in adding the log of the mantissa and implied
one to the unbiased exponent (Fig. 4). Five linear intervals are
used to approximate the log of the mantissa as shown in Fig. 4,
and low Hamming weight constants and coefficients are care-
fully selected such that accuracy of the computation is high in
the constrained range without incurring large area overhead.

A. Log Unit Implementation Tradeoffs

The PWL approximation of the base-2 logarithm is devel-
oped so that simple operations such as bit-shifts and bit-selects
are used to generate the coefficients and constants for the terms
in the linear equation. Increasing the number of linear intervals
will improve the accuracy of the computation at the expense
of increased hardware complexity [8], [10], [11], [21], [26]. In
[5], three linear intervals are used to compute the logarithm in
a single clock cycle. However, the mean error of the compu-
tation over the constrained range (0,1) is 1.58% with a max-
imum error of 14%. Increasing the number of intervals to five, as
shown in Fig. 4, improves the accuracy which results in 0.56%
mean error and 5% maximum error compared to single-preci-
sion FP log computation. This is a 2.8 increase in precision
over the 3-interval design at the cost of one additional AND
gate in the critical path of the range select logic (Fig. 5) since
a 5-interval design requires one additional bit of the mantissa
to determine its range. If the number of intervals is increased
to six or more, the hardware complexity increases due to more
complex range select logic and larger number of terms in the
PWL equations. A detailed discussion of the design tradeoffs is
presented in Section IV.
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Fig. 9. Tradeoffs between number of linear intervals and critical path logic stages in PWL log approximation.

Fig. 10. 32 nm CMOS lighting accelerator die micrograph.

The number of intervals was gradually decreased via better op-
timized coefficients for each of the terms in the equation until
the critical path in the range select logic and the linear term ac-
cumulation was comparable to [5] and the maximum error did
not exceed the maximum error for the 8-interval design.
Five intervals were selected for both log and anti-log approx-

imation where PI computation error remained 1%. Next the
coefficients and terms of the PWL log and anti-log PWL equa-
tions were further optimized such that the computation required
only simple bit shifts and bit selects while maintaining accu-
racy. In the case of the anti-log approximation, the terms and
coefficients for region 4 and region 5 were exactly the same, so
four regions were selected for the anti-log approximation unit.
Table I shows that the log-domain computation of (1) using

the circuits described in this work results in at least 47% re-
duction in critical path logic stages and at least 17% reduction
in critical path logic stages for the log and anti-log units as

compared to previously published work [2], [5], [8], [10], [11],
[21], [26] while achieving 0.56% mean error in log computa-
tion, 0.2% mean error in anti-log computation, and 0.56% error
in PI computation as compared to FP computation.

VII. 32 NM CMOS MEASUREMENT RESULTS

The single-cycle throughput lighting accelerator consisting of
high-accuracy log and anti-log circuits, and a truncated 32 32b
multiplier operates at a nominal supply of 1.05 V and is imple-
mented in a 32 nm high-K metal-gate CMOS process with nine
layers of metal interconnect [14]. Fig. 10 shows the die micro-
graph of the test-chip with total die area of 0.064mm (Table II).
The floor-plan for the lighting accelerator is shown on the right
in Fig. 10. The top row computes ambient lighting, the middle
row computes diffuse lighting, and the bottom row computes
specular lighting for Phong Illumination.

Example: Intel Graphics Pipeline IP

128 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 48, NO. 1, JANUARY 2013

A 2.05 GVertices/s 151 mW Lighting Accelerator
for 3D Graphics Vertex and Pixel Shading

in 32 nm CMOS
Farhana Sheikh, Member, IEEE, Sanu K. Mathew, Member, IEEE, Mark A. Anders, Member, IEEE,
Himanshu Kaul, Member, IEEE, Steven K. Hsu, Member, IEEE, Amit Agarwal, Member, IEEE,

Ram K. Krishnamurthy, Fellow, IEEE, and Shekhar Borkar, Fellow, IEEE

Abstract—This paper describes a single-cycle throughput
lighting accelerator fabricated in 1.05 V, 32 nm CMOS for on-die
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2.05 GVertices/s throughput measured at 1.05 V, 25 C in an area
of 0.064 while achieving: (i) 47% reduction in critical path
logic stages compared to previously published work, (ii) 0.56%
mean vertex lighting error compared to single-precision FP
computation, (iii) 354 W active leakage power measured at
1.05 V, 25 C, (iv) scalable performance up to 2.22 GHz, 232 mW
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measured at 560 mV, 25 C, and (vi) 119.6 dB PSNR for a 2M pixel
high-resolution 3D image.
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I. INTRODUCTION

A DVANCED lighting computation based on bi-directional
reflectance distribution functions (BRDFs) is the key

ingredient for rendering realistic images in high-throughput
3D graphics pipelines [1]. BRDF-based lighting computation
is the most performance and power-critical operation in pro-
grammable vertex and pixel shaders due to the large number
of compute-intensive floating-point (FP) operations such as
multiplication and exponentiation, consuming up to 83% of 3D
geometry processing cycles [2], [3]. BRDFs define how light
is reflected and absorbed at an opaque surface giving visual
cues about geometry and texture [1]. Realism in 3D graphics is
achieved by adding complex lighting effects based on BRDF
models to virtual scenes. One of the most commonly used
and simplest empirical BRDF models for lighting is known as
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Fig. 1. Phong Illumination for vertex and pixel shading.

Phong Illumination (PI) which calculates luminous intensity
for each Red (R), Green (G), and Blue (B) color given light
sources as shown in (1) [4]:

(1)

Equation (1) consists of three components: ambient intensity,
diffuse intensity, and specular intensity. Global illumination is
modeled by ambient intensity which adds shadows, attenuation,
and minimizes unlit areas. Diffuse intensity models reflections
of light across surfaces from incoming directed light giving
brightness to an object. Specular reflection models mirror-like
effects on 3D surfaces giving visual clues about surface geom-
etry and material. Fig. 1 shows how each of the lighting compo-
nents affects the rendering of an object and explains the orienta-
tion of each of the vectors in the PI equation at a given point on
a polygonal surface. The inputs to (1) are floating-point values
where , , and represent the relative weightings of each of
the ambient, diffuse and specular components. The ambient and
light source intensities are represented by and . The vector
represents the normal at a point on the surface and repre-

sents the direction vector toward the light source. The vector
is the reflection of and represents the viewing direc-

tion. The compute intensity of floating-point multiplication and
exponentiation in (1) make this lighting calculation a perfor-
mance-critical operation in 3D geometry processing. Floating

0018-9200/$31.00 © 2012 IEEE
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sources as shown in (1) [4]:
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Equation (1) consists of three components: ambient intensity,
diffuse intensity, and specular intensity. Global illumination is
modeled by ambient intensity which adds shadows, attenuation,
and minimizes unlit areas. Diffuse intensity models reflections
of light across surfaces from incoming directed light giving
brightness to an object. Specular reflection models mirror-like
effects on 3D surfaces giving visual clues about surface geom-
etry and material. Fig. 1 shows how each of the lighting compo-
nents affects the rendering of an object and explains the orienta-
tion of each of the vectors in the PI equation at a given point on
a polygonal surface. The inputs to (1) are floating-point values
where , , and represent the relative weightings of each of
the ambient, diffuse and specular components. The ambient and
light source intensities are represented by and . The vector
represents the normal at a point on the surface and repre-

sents the direction vector toward the light source. The vector
is the reflection of and represents the viewing direc-

tion. The compute intensity of floating-point multiplication and
exponentiation in (1) make this lighting calculation a perfor-
mance-critical operation in 3D geometry processing. Floating
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for each Red (R), Green (G), and Blue (B) color given light
sources as shown in (1) [4]:
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Equation (1) consists of three components: ambient intensity,
diffuse intensity, and specular intensity. Global illumination is
modeled by ambient intensity which adds shadows, attenuation,
and minimizes unlit areas. Diffuse intensity models reflections
of light across surfaces from incoming directed light giving
brightness to an object. Specular reflection models mirror-like
effects on 3D surfaces giving visual clues about surface geom-
etry and material. Fig. 1 shows how each of the lighting compo-
nents affects the rendering of an object and explains the orienta-
tion of each of the vectors in the PI equation at a given point on
a polygonal surface. The inputs to (1) are floating-point values
where , , and represent the relative weightings of each of
the ambient, diffuse and specular components. The ambient and
light source intensities are represented by and . The vector
represents the normal at a point on the surface and repre-

sents the direction vector toward the light source. The vector
is the reflection of and represents the viewing direc-

tion. The compute intensity of floating-point multiplication and
exponentiation in (1) make this lighting calculation a perfor-
mance-critical operation in 3D geometry processing. Floating
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TABLE II
MEASURED PERFORMANCE AND POWER SUMMARY

Fig. 11. 32 nm CMOS performance and power measurements.

Frequency and power measurements for the lighting ac-
celerator were obtained by sweeping the supply voltage from
560 mV to 1.2 V in a temperature-stabilized environment of
25 C (Fig. 11). The lighting accelerator operates at a max-
imum frequency of 2.05 GHz at the 1.05 V nominal supply in
high-performance graphics mode with single-cycle throughput
of 2.05 GVertices/s and 4-cycle specular lighting latency. The
total power consumption at the nominal supply is 151 mW.
Performance scales up to 2.2 GHz at 1.2 V supply with 232 mW
of total power consumption. As supply is reduced to 560 mV,
in ultra-low power mode, robust operation is measured at
a maximum frequency of 190 MHz with 3.4 mW of total
power consumption. This represents a 40 decrease in power
compared to nominal operation. Parallel ambient, diffuse, and
specular lighting intensity computations contribute 24%, 30%,
and 46%, respectively to total power as shown in Fig. 12 for
both high-performance graphics mode and ultra-low power
mode.
Fig. 13 shows active leakage measurements across 560 mV

to 1.2 V supply at 25 C. At the nominal supply of 1.05 V, the
measured active leakage power is 354 W which represents
0.23% of the total power in high-performance mode. As supply

Fig. 12. 32 nm CMOS power distribution.

voltage is reduced to 560 mV, the active leakage reduces to
25 W (0.74% of total power). Fig. 13 also shows measured
energy efficiency of the lighting accelerator across 560 mV to
1.2 V at 25 C. At the nominal supply, the lighting acceler-
ator achieves energy efficiency of 14 GVertices/s/W. As supply
voltage is decreased, energy efficiency rises as the power re-
duces faster than the frequency of the design. Peak energy effi-
ciency of 56 GVertices/s/W is measured at 560 mV, 4 higher
than at nominal supply. As can be seen from these results, the

Clock Rate and Power vs Voltage
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on a large scale ...
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A “Schmoo” plot for a Cell SPU ...
The lower Vdd, the longer the 
maximum clock period, the 
slower the clock frequency.1

2
C VddE1->0= 21

2
C VddE0->1= 2

The lower Vdd, the less dynamic 
energy consumption.
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Clock speed alone doesn’t help E/op ...
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C VddE0->1= 

But, lowering clock frequency while keeping voltage constant spreads 
the same amount of work over a longer time, so chip stays cooler ...
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Scaling V and f does lower energy/op
7W to reliably get 4.4 GHz 
performance. 47C die temp.

1 W to get 2.2 GHz 
performance. 26 C die temp.

If a program that needs a 4.4 
Ghz CPU can be recoded to use 
two 2.2 Ghz CPUs ... big win.
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How iPod nano 2005 puts its 2 cores to use ...

Two 80 MHz CPUs. 
Was used in several  
nano generations, 
with one CPU doing 
audio decoding, the 
other doing photos, 
etc.
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Add “sleep” transistors to logic ...

Example: Floating point unit logic.

When running fixed-point 
instructions, put logic “to sleep”.

+++ When “asleep”, leakage power 
is dramatically reduced.

--- Presence of sleep transistors 
slows down the clock rate when 
the logic block is in use.



UC Regents Spring 2016  © UCBCS 250 L5: Power and Energy

3535

Sleep Transistor Reduces SRAMSleep Transistor Reduces SRAM
Leakage PowerLeakage Power

VVSSSS

VVDDDD

NMOSNMOS

SleepSleep

TransistorTransistor

SRAMSRAM

CacheCache

BlockBlock

70 70 MbitMbit SRAM leakage current map SRAM leakage current map

Without sleep transistorWithout sleep transistor With sleep transistorWith sleep transistor

Accessed blockAccessed block

>3x SRAM leakage reduction on inactive blocks>3x SRAM leakage reduction on inactive blocks

Source: IntelSource: Intel

Intel example: Sleeping cache blocks

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.

A tiny current supplied in “sleep” maintains SRAM state.
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Figure 4 – Intel® Atom™ Z2480 Processor SoC Block Diagram  

 

CPU Power Management  
The 32nm CPU in the Intel® Atom™ Processor Z2480 is a process-shrink of the original 45nm Atom™ 

Processor micro-architecture [5]. The 32nm CPU doubled the size of the Gshare branch predictor to 8K 

entries and optimized memory copy performance.  Additional low-power enhancements include 

operating the CPU at lower minimum voltage, reducing active power of the CPU PLL , separating voltage 

rails for CPU and the L2 cache, and enabling full power-gating of the CPU in the C6 standby mode. This 

section highlights the results of these low-power optimizations, and how they apply to smartphone use 

cases.  

As shown in Figure 5, the Intel® Atom™ CPU provides a wide dynamic performance/power operating 

range. On Medfield, fine-grained active CPU power management is accomplished through dynamic 

frequency voltage scaling that is controlled by Enhanced Intel® SpeedStep® Technology [7], also known 
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Figure 1 – The Medfield Smartphone Reference Design (SRD) 

 

Figure 2 shows the Medfield SRD board components in detail. Amongst the key ingredients:   

x 2G and 3G connectivity using Intel® XMM™ 6260 HSPA+ capable modem that supports 21 
Mbits/s down & 5.8 Mbit/s up, and works with multiple worldwide standards: GSM, GPRS, and 
EDGE (850/900/1800/1900); and HSPA (850/900/1700/1900/2100).  

x The fully integrated  Intel® Atom™ Z2480 Processor SoC. 
x A custom power delivery chip that supplies power to all system components and handles 

battery charging. 
x A C-shaped board design provides the cavity for the system’s 5.5Wh, 1500mA, 3.7V battery.  

 
Figure 2 – The Medfield SRD board and its ingredients. 
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How Software Controls Medfield Power  
Figure 10 – Controlling Power  

 

Figure 10 shows the Medfield power delivery solution.  The design implements 45 internal power islands 
that receive power on 13 independent IO, logic and SRAM voltage rails driven from a dedicated power 
delivery IC.  Since SRAM leakage is many times higher than that of regular logic transistors, SRAMs can 
be powered gated separately from other logic. In low power S0ix states portions of SRAM memories 
throughout the chip are selectively power gated. For example, when the system drops into S0i3 less 
than 16KB of SRAM remains powered, in S0i1 256KB remain on, and S0 uses more than 1MB. 

An integrated microcontroller called the Power Manager handles power rail sequencing and fine-grained 
control of the internal power islands. The operating system power management software (OSPM) 
controls power only indirectly by specifying the desired subsystem states to the Power Manager. Entry 
and exit from CPU C-states is controlled by the operating system idle loop through the architectural 
MONITOR/MWAIT instructions.  This allows OSPM to control subsystems without having to be aware of 
the voltage rail and power islanding implementation details of the SoC.  

The Medfield Android software stack leverages the Linux* kernel power management infrastructure 
such as the Intel CPU architectural P-state and C-state mechanisms, the PCI_PM and PM_QOS 
frameworks. All device drivers in the system support the Linux* runtime power management framework 
and are fine-tuned to aggressively enter an idle state when possible. If needed, drivers can use PM_QOS 
framework to advertise their latency constraints.   

As highlighted in Figure 11, the only power management software customized for Medfield is the “PMU 
driver” that aggregates software idle information for the CPU and each of the subsystems. It does this by 
exposing the S0i1 and S0i3 system low-power idle states to the CPU idle governor as extended C-states 
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Switches 45 
power “islands.”



Fine-grained 
control of 
leakage power, 
to track user 
activity.



“Race to idle” 
strategy -- 
finish tasks 
quickly, to get 
to power down.
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thermal monitors provide a hardware fail-safe mechanism that will halt the processor to prevent 

unexpected thermal runaway conditions from damaging the part.  

The CPU also supports a 100 MHz ultra-low frequency mode (ULFM) operating point, but since its use 

resulted in higher overall platform power, Medfield does not use ULFM. 

 

Figure 5 – CPU power/performance scaling for the Intel® Atom™ Z2480 Processor 

 

  

This wide dynamic range of CPU performance/power is the key to maximizing energy efficiency of 

interactive workloads using a concept we call “Race to Idle”. This entails completing the workload as fast 

as possible to maximize the time the system can spend in a low-power idle state. Table 1 shows 

frequency, performance, power and energy required to render a web page at different CPU frequencies. 

Although running at a higher frequency consumes more power (per unit time),  the faster  CPU reduces 

processor active time, and hence, total energy to complete the workload is less. For energy-constrained 

devices such as smartphones that are commonly subject to interactive workloads “Race to Idle” provides 

valuable energy savings.  
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Figure 6 – S0 System State (CPU and Graphics Active)  

 

Figure 7 – S0 System State (CPU Off, Media blocks still on) 
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Figure 6 – S0 System State (CPU and Graphics Active)  

 

Figure 7 – S0 System State (CPU Off, Media blocks still on) 
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Watching a video ...
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Figure 8 – S0i1 System State with power consumption in the mW range  

 

Figure 9 – S0i3 System State with power consumption in the uW range  
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Looking at phone screen, not doing anything ...
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Figure 9 – S0i3 System State with power consumption in the uW range  
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Phone in your pocket, waiting for a call ...
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Slow down “slack paths”

Design Technique #3 (of 6)
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Fact: Most logic on a chip is “too fast”

From “The circuit and physical design of the POWER4 microprocessor”, IBM J 
Res and Dev, 46:1, Jan 2002, J.D. Warnock et al.

netlist. Of these, 121 713 were top-level chip global nets,
and 21 711 were processor-core-level global nets. Against
this model 3.5 million setup checks were performed in late
mode at points where clock signals met data signals in
latches or dynamic circuits. The total number of timing
checks of all types performed in each chip run was
9.8 million. Depending on the configuration of the timing
run and the mix of actual versus estimated design data,
the amount of real memory required was in the range
of 12 GB to 14 GB, with run times of about 5 to 6 hours
to the start of timing-report generation on an RS/6000*
Model S80 configured with 64 GB of real memory.
Approximately half of this time was taken up by reading
in the netlist, timing rules, and extracted RC networks, as

well as building and initializing the internal data structures
for the timing model. The actual static timing analysis
typically took 2.5–3 hours. Generation of the entire
complement of reports and analysis required an additional
5 to 6 hours to complete. A total of 1.9 GB of timing
reports and analysis were generated from each chip timing
run. This data was broken down, analyzed, and organized
by processor core and GPS, individual unit, and, in the
case of timing contracts, by unit and macro. This was one
component of the 24-hour-turnaround time achieved for
the chip-integration design cycle. Figure 26 shows the
results of iterating this process: A histogram of the final
nominal path delays obtained from static timing for the
POWER4 processor.

The POWER4 design includes LBIST and ABIST
(Logic/Array Built-In Self-Test) capability to enable full-
frequency ac testing of the logic and arrays. Such testing
on pre-final POWER4 chips revealed that several circuit
macros ran slower than predicted from static timing. The
speed of the critical paths in these macros was increased
in the final design. Typical fast ac LBIST laboratory test
results measured on POWER4 after these paths were
improved are shown in Figure 27.

Summary
The 174-million-transistor !1.3-GHz POWER4 chip,
containing two microprocessor cores and an on-chip
memory subsystem, is a large, complex, high-frequency
chip designed by a multi-site design team. The
performance and schedule goals set at the beginning of
the project were met successfully. This paper describes
the circuit and physical design of POWER4, emphasizing
aspects that were important to the project’s success in the
areas of design methodology, clock distribution, circuits,
power, integration, and timing.

Figure 25

POWER4 timing flow. This process was iterated daily during the 
physical design phase to close timing.
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Histogram of the POWER4 processor path delays.
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Replicated Designs

Use several supply voltages on a chip ...

Why use multi-Vdd?  We can reduce dynamic power by 
using low-power Vdd for logic off the critical path.

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.

What if we can’t do a multi-Vdd design?   
In a multi-Vt process, we can reduce leakage power 
on the slow logic by using high-Vth transistors.
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From a chapter from new book on ASIC design by Chinnery and Keutzer (UCB).

Logical partition into 
0.8V and 1.0V nets 

done manually to meet 
350 MHz spec (90nm).

Level-shifter insertion 
and placement done 

automatically.

Dynamic power in 0.8V 
section cut 50% below 

baseline.

Leakage power in 
1.0V section cut 70% 

by using high VT.
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Gating clocks to save power

Design Technique #4 (of 6)
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On a CPU, where does the power go?

T.J. Watson Research Center

© 2004, 2005 IBM Corporation9 Pradip Bose|  Hot Chips 2005 Tutorial August 14, 2005

Processor Power Pie-Chart: Another View

! High performance processors (prior/current generation) typically

burn most of their power in the clocked latches and arrays (registers,

caches).
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Example  data

(taken from: Bose, Martonosi, Brooks: Sigmetrics-2001 Tutorial)

From: Bose, Martonosi, Brooks: Sigmetrics-2001 Tutorial

Half of the power 
goes to latches 


(Flip-Flops). 



Most of the time, 


the latches don’t 
change state. 

So (gasp) gated clocks are a big win. 


But, done with CAD tools in a disciplined way.
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Synopsis Design Compiler can do this ...

“Up to 70% 
power savings 
at the block 
level, for 
applicable 
circuits” 
Synopsis Data 
Sheet

<=



UC Regents Spring 2016  © UCBCS 250 L5: Power and Energy

Data-Dependent Processing

Design Technique #5 (of 6)
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Quad Full-HD Transform Engine for Dual-Standard
Low-Power Video Coding

Rahul Rithe, Student Member, IEEE, Chih-Chi Cheng, Member, IEEE, and Anantha P. Chandrakasan, Fellow, IEEE

Abstract—Transform engine is a critical part of the video
codec, and increased coding efficiency often comes at the cost of
increased complexity in the transform module. In this work, we
propose a shared transform engine for H.264/AVC and VC-1 video
coding standards, using the structural similarity and symmetry
of the transforms. An approach to eliminate an explicit transpose
memory in 2-D transforms is proposed. Data dependency is
exploited to reduce power consumption. Ten different versions of
the transform engine, such as with and without hardware sharing
and with and without transpose memory, are implemented in the
design. The design is fabricated using commercial 45-nm CMOS
technology, and all implemented versions are verified. The shared
transform engine without transpose memory supports Quad
Full-HD (3840 2160) video encoding at 30 fps, while operating
at 0.52 V, with a measured power of 214 W. This highly scalable
design is able to support 1080 p at 30 fps, while operating down to
0.41 V, with measured power of 79 W and 720 p at 30 fps, while
operating down to 0.35 V, with measured power of 43 W. Hard-
ware sharing saves 30% area compared with individual H.264
and VC-1 implementations combined. Eliminating an explicit
transpose memory using a 2-D (8 8) output buffer reduces area
by 23% and power by 26%. Ideas proposed here can potentially
be extended to future video coding standards such as HEVC.

Index Terms—H.264/AVC, HEVC, integer transform, low-
power electronics, low-voltage operation, transform engine, VC-1,
video coding, voltage scaling.

I. INTRODUCTION

M ULTIMEDIA applications, such as video playback, are

becoming prevalent in portable multimedia devices.

A universal media player requires supporting multiple video

coding standards. High power and area cost of dedicated video

encoding/decoding for each standard necessitates the develop-

ment of a shared architecture for multistandard video coding.

Energy efficiency of circuits is a critical concern for portable
multimedia applications. It is important not only to optimize

functionality but also achieve low energy per operation. Dy-

namic voltage and frequency scaling is an important technique

for reducing power consumption while achieving high peak

Manuscript received February 03, 2012; revisedMay 05, 2012; accepted June
21, 2012. Date of publication September 13, 2012; date of current version Oc-
tober 26, 2012. This paper was approved by Guest Editors Shen-Iuan Liu and
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R. Rithe and A. P. Chandrakasan are with the Microsystems Technology Lab-
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C. C. Cheng is with Quanta Computer, Keui Shan, Taiwan (e-mail: chih-chi.

cheng@quantatw.com).
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
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computational performance [1]. The energy efficiency of dig-
ital circuits is maximized at very low supply voltages, near

or below the transistor threshold voltage, such as 0.5 V [2].

This makes ability to operate at low voltage ( 0.5 V) a

key component of achieving low-power operation. This work

explores power reduction techniques at various stages, such as

algorithms, architectures, and circuits. Combining aggressive

voltage scaling, by operating at 0.5 V, and increased

parallelism and pipelining, by processing 16 pixels in each

clock cycle, provides an effective way of reducing power while

achieving high performance, such as 4 k 2 k Quad-Full HD

(3840 2160) video coding at 30 frames per second (fps), at

low frequency such as 25 MHz.

Transform engine is a critical part of video encoding/de-

coding process. High coding efficiency often comes at a cost
of increased complexity in the transform module, such as

variable size transforms (e.g., 4 4, 8 8, 8 4, and 4 8)

as well as hierarchical transform (hadamard transform of dc

coefficients). Discrete cosine transform (DCT) is the most com-
monly used transform in video and image coding applications.

DCT has excellent energy compaction property, which leads

to good compression efficiency of the transform. However, the
irrational numbers in the transform matrix make its exact im-

plementation impossible, leading to a drift between forward and

inverse transform coefficients. Recent video coding standards,
such as H.264/AVC [3], [4] and VC-1 [5]–[7], use a variation

of the DCT, known as integer transform. This allows exact

computation of inverse transform using integer arithmetic and

also allows implementation using additions and shifts, without

any multiplications [8]. H.264/AVC and VC-1 also use variable

size transforms, such as 8 8 and 4 4 in H.264/AVC (high

profile) and 8 8, 8 4, 4 8, and 4 4 in VC-1 (advance

profile), to more effectively exploit the spatial correlation and
improve coding efficiency. Construction of computationally
efficient integer transform matrices is proposed in [9], which
allows implementation using 16-bit arithmetic with rate dis-

tortion performance similar to 32-bit or floating-point DCT
implementations.

Recent research has focused on efficient implementation of
the integer transforms. Matrix decomposition is used to im-

plement 4 4 and 8 8 integer transforms for VC-1 in [10].

A hardware-sharing scheme for inverse integer transforms of

H.264, MPEG-4, and VC-1 using delta coefficient matrix is pro-
posed in [11]. Matrix decomposition with sparse matrices and

matrix offset computations is proposed in [12] for a shared 1-D

inverse integer transform of H.264 and VC-1. Matrix decompo-

sition and transform symmetry is used to develop a computa-

tionally efficient approach for 1-D 8 8 inverse transform for

0018-9200/$31.00 © 2012 IEEE
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Fig. 5. Histogram of the prediction residue for a number of test sequences.

Fig. 6. Correlation between input switching activity and system switching ac-
tivity. The plot also shows linear regression for the data. Measured correlation
is 0.83.

number changes from a small negative value to a small positive
value. At the input, this results in high switching activity around
zero. Switching activity at the input propagates through the
system, though the effect is different at different nodes. For ex-
ample, a node implementing functionality similar to XOR shows
high switching activity, whereas other nodes show significantly
low switching activity. Because of this, different input patterns
affect the system switching activity differently. Overall, we
observe that high switching activity at the input results in a
high switching activity for the entire system. Fig. 6 shows
the correlation between switching activity at the input and the
system switching activity for 150 different input sequences.
Zero input switching activity refers to no bits changing at the
input and 1 refers to all of the input bits switching simultane-
ously from 0 to 1 or 1 to 0. For the system switching activity,
0 refers to no activity, which corresponds to leakage power,
and 1 refers to maximum power consumption. The plot shows
a strong correlation of 0.83 between input switching activity
and system switching activity. This indicates that there is a
significant benefit to the system switching activity by reducing
the input switching activity.
In order to reduce the switching activity, we preprocess the

input data by adding a fixed dc bias to the prediction residue.
This shifts the input histogram to the right. For example, for a
dc bias of 32, more than 80% of the input data falls within 0 to
64. Thus, less than 6 LSBs are flipped during most operations,
reducing the overall switching activity. Note that the dc bias
only affects the dc coefficient in the transform output. This can
be easily corrected by subtracting a corresponding bias from
the dc coefficient at the output. Fig. 7 shows the reduction in
switching activity and power as a function of dc bias values for
different video sequences.

Fig. 7. Switching activity and power consumption in the transform as a func-
tion of dc bias applied to the input data.

On average, the switching activity and power consumption
reach a minimum for dc bias of about 64 and then start to in-
crease again. This is because as a higher dc bias is applied, more
MSBs start switching, partially offsetting the effect of reduc-
tion in switching activity in the LSBs. The data-dependent pro-
cessing scheme has less than 5% hardware cost and reduces the
average switching activity by 30% and average power by 15%
for the dc bias of 64.

III. FUTURE VIDEO CODING STANDARDS

The ideas proposed in this work have general applicability
beyond H.264/AVC and VC-1 video coding standards. Here,
we will look at applying these ideas to the 8 8 transform of
the next-generation video coding standard HEVC [18].
The latest draft accepted by the standards committee [19] de-

fines the 8 8 1-D transform as given by

(17)

Notice that the structure of this transform matrix is same as the
generalized matrix for H.264/AVC and VC-1, defined in (6),
where
and .
The idea of matrix decomposition for hardware sharing,

as described in Section II-B, can be applied to (17) as well.
Even–odd decomposition, performed as defined in (7), gives
the even and odd components for the 8 8 HEVC matrix,
defined, respectively, by

(18)

(19)

Most of the time, 
the inputs flip 
between small 
positive and 
negative integers.



In 2’s complement, 
wastes power:



+1: 0b00001


-1: 0b11110
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only affects the dc coefficient in the transform output. This can
be easily corrected by subtracting a corresponding bias from
the dc coefficient at the output. Fig. 7 shows the reduction in
switching activity and power as a function of dc bias values for
different video sequences.

Fig. 7. Switching activity and power consumption in the transform as a func-
tion of dc bias applied to the input data.

On average, the switching activity and power consumption
reach a minimum for dc bias of about 64 and then start to in-
crease again. This is because as a higher dc bias is applied, more
MSBs start switching, partially offsetting the effect of reduc-
tion in switching activity in the LSBs. The data-dependent pro-
cessing scheme has less than 5% hardware cost and reduces the
average switching activity by 30% and average power by 15%
for the dc bias of 64.

III. FUTURE VIDEO CODING STANDARDS

The ideas proposed in this work have general applicability
beyond H.264/AVC and VC-1 video coding standards. Here,
we will look at applying these ideas to the 8 8 transform of
the next-generation video coding standard HEVC [18].
The latest draft accepted by the standards committee [19] de-

fines the 8 8 1-D transform as given by

(17)

Notice that the structure of this transform matrix is same as the
generalized matrix for H.264/AVC and VC-1, defined in (6),
where
and .
The idea of matrix decomposition for hardware sharing,

as described in Section II-B, can be applied to (17) as well.
Even–odd decomposition, performed as defined in (7), gives
the even and odd components for the 8 8 HEVC matrix,
defined, respectively, by

(18)

(19)
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Quad Full-HD Transform Engine for Dual-Standard
Low-Power Video Coding

Rahul Rithe, Student Member, IEEE, Chih-Chi Cheng, Member, IEEE, and Anantha P. Chandrakasan, Fellow, IEEE

Abstract—Transform engine is a critical part of the video
codec, and increased coding efficiency often comes at the cost of
increased complexity in the transform module. In this work, we
propose a shared transform engine for H.264/AVC and VC-1 video
coding standards, using the structural similarity and symmetry
of the transforms. An approach to eliminate an explicit transpose
memory in 2-D transforms is proposed. Data dependency is
exploited to reduce power consumption. Ten different versions of
the transform engine, such as with and without hardware sharing
and with and without transpose memory, are implemented in the
design. The design is fabricated using commercial 45-nm CMOS
technology, and all implemented versions are verified. The shared
transform engine without transpose memory supports Quad
Full-HD (3840 2160) video encoding at 30 fps, while operating
at 0.52 V, with a measured power of 214 W. This highly scalable
design is able to support 1080 p at 30 fps, while operating down to
0.41 V, with measured power of 79 W and 720 p at 30 fps, while
operating down to 0.35 V, with measured power of 43 W. Hard-
ware sharing saves 30% area compared with individual H.264
and VC-1 implementations combined. Eliminating an explicit
transpose memory using a 2-D (8 8) output buffer reduces area
by 23% and power by 26%. Ideas proposed here can potentially
be extended to future video coding standards such as HEVC.

Index Terms—H.264/AVC, HEVC, integer transform, low-
power electronics, low-voltage operation, transform engine, VC-1,
video coding, voltage scaling.

I. INTRODUCTION

M ULTIMEDIA applications, such as video playback, are

becoming prevalent in portable multimedia devices.

A universal media player requires supporting multiple video

coding standards. High power and area cost of dedicated video

encoding/decoding for each standard necessitates the develop-

ment of a shared architecture for multistandard video coding.

Energy efficiency of circuits is a critical concern for portable
multimedia applications. It is important not only to optimize

functionality but also achieve low energy per operation. Dy-

namic voltage and frequency scaling is an important technique

for reducing power consumption while achieving high peak
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computational performance [1]. The energy efficiency of dig-
ital circuits is maximized at very low supply voltages, near

or below the transistor threshold voltage, such as 0.5 V [2].

This makes ability to operate at low voltage ( 0.5 V) a

key component of achieving low-power operation. This work

explores power reduction techniques at various stages, such as

algorithms, architectures, and circuits. Combining aggressive

voltage scaling, by operating at 0.5 V, and increased

parallelism and pipelining, by processing 16 pixels in each

clock cycle, provides an effective way of reducing power while

achieving high performance, such as 4 k 2 k Quad-Full HD

(3840 2160) video coding at 30 frames per second (fps), at

low frequency such as 25 MHz.

Transform engine is a critical part of video encoding/de-

coding process. High coding efficiency often comes at a cost
of increased complexity in the transform module, such as

variable size transforms (e.g., 4 4, 8 8, 8 4, and 4 8)

as well as hierarchical transform (hadamard transform of dc

coefficients). Discrete cosine transform (DCT) is the most com-
monly used transform in video and image coding applications.

DCT has excellent energy compaction property, which leads

to good compression efficiency of the transform. However, the
irrational numbers in the transform matrix make its exact im-

plementation impossible, leading to a drift between forward and

inverse transform coefficients. Recent video coding standards,
such as H.264/AVC [3], [4] and VC-1 [5]–[7], use a variation

of the DCT, known as integer transform. This allows exact

computation of inverse transform using integer arithmetic and

also allows implementation using additions and shifts, without

any multiplications [8]. H.264/AVC and VC-1 also use variable

size transforms, such as 8 8 and 4 4 in H.264/AVC (high

profile) and 8 8, 8 4, 4 8, and 4 4 in VC-1 (advance

profile), to more effectively exploit the spatial correlation and
improve coding efficiency. Construction of computationally
efficient integer transform matrices is proposed in [9], which
allows implementation using 16-bit arithmetic with rate dis-

tortion performance similar to 32-bit or floating-point DCT
implementations.

Recent research has focused on efficient implementation of
the integer transforms. Matrix decomposition is used to im-

plement 4 4 and 8 8 integer transforms for VC-1 in [10].

A hardware-sharing scheme for inverse integer transforms of

H.264, MPEG-4, and VC-1 using delta coefficient matrix is pro-
posed in [11]. Matrix decomposition with sparse matrices and

matrix offset computations is proposed in [12] for a shared 1-D

inverse integer transform of H.264 and VC-1. Matrix decompo-

sition and transform symmetry is used to develop a computa-

tionally efficient approach for 1-D 8 8 inverse transform for

0018-9200/$31.00 © 2012 IEEE

30+% power reduction for a bias of 64. For this linear 
transform, correcting the output for the bias is trivial.
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Fig. 5. Histogram of the prediction residue for a number of test sequences.

Fig. 6. Correlation between input switching activity and system switching ac-
tivity. The plot also shows linear regression for the data. Measured correlation
is 0.83.

number changes from a small negative value to a small positive
value. At the input, this results in high switching activity around
zero. Switching activity at the input propagates through the
system, though the effect is different at different nodes. For ex-
ample, a node implementing functionality similar to XOR shows
high switching activity, whereas other nodes show significantly
low switching activity. Because of this, different input patterns
affect the system switching activity differently. Overall, we
observe that high switching activity at the input results in a
high switching activity for the entire system. Fig. 6 shows
the correlation between switching activity at the input and the
system switching activity for 150 different input sequences.
Zero input switching activity refers to no bits changing at the
input and 1 refers to all of the input bits switching simultane-
ously from 0 to 1 or 1 to 0. For the system switching activity,
0 refers to no activity, which corresponds to leakage power,
and 1 refers to maximum power consumption. The plot shows
a strong correlation of 0.83 between input switching activity
and system switching activity. This indicates that there is a
significant benefit to the system switching activity by reducing
the input switching activity.
In order to reduce the switching activity, we preprocess the

input data by adding a fixed dc bias to the prediction residue.
This shifts the input histogram to the right. For example, for a
dc bias of 32, more than 80% of the input data falls within 0 to
64. Thus, less than 6 LSBs are flipped during most operations,
reducing the overall switching activity. Note that the dc bias
only affects the dc coefficient in the transform output. This can
be easily corrected by subtracting a corresponding bias from
the dc coefficient at the output. Fig. 7 shows the reduction in
switching activity and power as a function of dc bias values for
different video sequences.

Fig. 7. Switching activity and power consumption in the transform as a func-
tion of dc bias applied to the input data.

On average, the switching activity and power consumption
reach a minimum for dc bias of about 64 and then start to in-
crease again. This is because as a higher dc bias is applied, more
MSBs start switching, partially offsetting the effect of reduc-
tion in switching activity in the LSBs. The data-dependent pro-
cessing scheme has less than 5% hardware cost and reduces the
average switching activity by 30% and average power by 15%
for the dc bias of 64.

III. FUTURE VIDEO CODING STANDARDS

The ideas proposed in this work have general applicability
beyond H.264/AVC and VC-1 video coding standards. Here,
we will look at applying these ideas to the 8 8 transform of
the next-generation video coding standard HEVC [18].
The latest draft accepted by the standards committee [19] de-

fines the 8 8 1-D transform as given by

(17)

Notice that the structure of this transform matrix is same as the
generalized matrix for H.264/AVC and VC-1, defined in (6),
where
and .
The idea of matrix decomposition for hardware sharing,

as described in Section II-B, can be applied to (17) as well.
Even–odd decomposition, performed as defined in (7), gives
the even and odd components for the 8 8 HEVC matrix,
defined, respectively, by

(18)

(19)
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Keep chip cool to minimize leakage power

Optimizing Designs for Power Consumption through Changes to the FPGA Environment
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Optimizing Designs for Power Consumption through Changes to the 
FPGA Environment

To optimize the power consumption in any design, certain things can be done 
independently of the design contained within the FPGA. Knowing one's environment, 
e.g., operating temperature and core voltage, is therefore important.

Temperature Control
Controlling temperature not only helps with reliability, as described in the “Thermal 
Considerations and Reliability” section, but it also reduces static power. For example, 
a reduction in junction temperature from 100°C to 85°C reduces static power by ~ 20%, 
as shown previously in Figure 1 and with greater detail in Figure 3.
The static power of Virtex-4 and Virtex-5 FPGAs is already reasonable. However, 
reducing it by another 20% is valuable because in some designs, the static power of the 
FPGA represents a sizeable portion (30-40%) of the total power budget. 
A reduction in junction temperature can be achieved by increased airflow and larger 
heat sinks. The reduction in junction temperature also has the added benefit of 
increasing reliability as shown in the “Thermal Considerations and Reliability” 
section.

Static power is a function of die temperature (TJ), and TJ is a function of how much 
power the device is consuming, the thermal properties of that device, and its package. 
Consequently, the FPGA’s ability to transfer the resultant heat to the surrounding 
environment, via the component packaging, is very important.
Heat flows out of the die from the top of the FPGA and into the package balls and PCB, 
so it is important to understand the system model (PCB, FPGAs, heat sinks, airflow, 
and other components in a system). See Figure 4.
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A recipe for thermal runaway
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   IBM Power 4: How does die heat up?

4 dies on a
multi-chip

module

2 CPUs
per die
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   115 Watts: Concentrated in “hot spots”

Fixed
point
units

Hot 
spots

Cache
logic

66.8 C == 152 F      82 C == 179.6 F
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Idea: Monitor temperature, servo clock speed

TDP = Thermal Design Point

Time (as we run a benchmark suite)

Po
we

r a
s
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Intel realtime temp monitoring
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Six low-power design techniques 

Power-down idle transistors

Parallelism and pipelining 

Slow down non-critical paths

Clock gating

Thermal management

Data-dependent processing


