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Overview

• Create an “optical lattice” standing 
wave potential using two interfering 
laser beams per spatial dimension

• Initialize the lattice by putting one 
133Cs atom in each lattice site

• Perform single qubit gates by 
“addressing” individual sites with a 
focused laser, then use μ-wave pulse

• Do two-qubit CPHASE gate by 
exciting neighbouring atoms to 
Rydberg states, and using dipole-
dipole coupling

Atoms in a 2-D optical lattice



Why addressable optical lattices?

Good balance between isolation from 
environment and control 

Satisfies the DiVincenzo criteria for 
quantum computing

Reasonably scalable (> 103 qubits)

Initialization

Long coherence times

Universal gates

Single qubit measurements
(This is not David DiVincenzo)

Good news,
everyone!



The Road Ahead

w h e re  we ’ve  b e e n
Large lattice spacing (CO2 laser) with Cs atoms

Imaging of individual lattice sites

Site-specific operations using addressing laser 

Single qubit gates, qubit readout with Cs

w h e re  we ’re  go i n g
Creating perfectly filled addressable lattice

Two qubit Rydberg dipole-dipole gate



Experimental demonstration:
Single site addressability

Scheunemann et al (PRA 62 051801) 
make a 1D optical lattice with bunches 
of Cs atoms, and demonstrate the 
following:

Large lattice spacing (~ 5 μm) 
optical lattice with Cs

Single site imaging

Single site operations (e.g. 
addressability)

Groups of Cs atoms trapped in a 1-D lattice potential
Image from PRA 62 051801

frequencies and the atomic temperature (T!52 !K for this
data set", we can estimate the actual size of the atomic mi-
croclouds when assuming kBT/2!2#2

m$ i
2% i

2 for atoms in a

harmonic potential. The calculated radial width %r

theo!5.2
!m of the atomic distribution is in reasonable agreement

with the measured value of %r!6.8(7) !m half-width at half
maximum, which was obtained assuming a Gaussian atomic

density distribution in the trap. The calculated axial width of

the microclouds is %z

theo!0.4 !m, which is far less than the
lattice spacing &5.3 !m" and would result in an expected
contrast of 100% for the lattice cross section. We attribute

the measured contrast to being mainly limited by the finite

resolution of our imaging system. We have modeled the im-

age by convoluting the expected picture with a Gaussian

broadening of variable width. From a fit of this simple model

to the cross section of Fig. 2&B", we derive an estimated
spatial resolution of 1.9 !m for our imaging system. The

measurements show that it is possible to distinguish atoms in

neighboring lattice sites and thus read out the information of

individual quantum bits stored in the antinodes of this 1D

optical lattice.

Figure 3&A" shows the image of the lattice illuminated by
the MOT beams, similar to that already described. The CO2
trapping laser was left on during the entire cycle. This al-

lowed illumination times as long as 100 !s. In the absence of
the trapping field, the contrast of the images vanishes within

30 !s, due to the thermal expansion of the cloud. The MOT
cooling beams were resonant with the 5S1/2 , F!3 to 5P3/2 ,
F!4 cycling transition at the bottom of the central potential
wells to account for the ac Stark shift. Figure 3&B" depicts an
image taken by illuminating a single trapping site for a pe-

riod of 100 !s with around 10 !W of light resonant with the

cycling transition at the bottom of the trap through the fiber

and by the MOT repumping beams. The exposure shows

atoms localized in one distinct potential, with the neighbor-

ing lattice sites suppressed by a factor of approximately 2.3.

Note that the rest of the lattice is still filled, but is not visible

here. This shows that, in principle, it is possible to address

single qubits in an optical lattice. In order to investigate

whether the neighboring wells were being perturbed by the

focused laser beam, the following procedure was used. After

loading the atoms into the trap, we applied a 10-!s-long
pulse of light through the fiber with the same frequency, but

with 20 times higher intensity. Again the MOT repumping

beams were used to provide the necessary repumping light.

Figure 3&C" depicts the image of the lattice after interaction
with such a pulse using the MOT beams for exposure of the

picture. The population of a single lattice site has been al-

most completely removed, while atoms in the neighboring

sites are affected much less by the optical pulse. By varying

the position of the optical fiber along the axial direction of

the lattice we could address different lattice sites within our

optical field of view, which comprises around 50 lattice sites.

While at present we used an imaging system optimized for

the visible spectral region, the optical resolution could be

further improved with a system optimized for the atomic

fluorescence wavelength of 780 nm for the rubidium D2

line. Alternatively, one could use shorter wavelength transi-

tions for the fluorescence imaging, e.g., the 5S-6P line of

the rubidium atom near 420 nm.

In the future, we wish to explore the possibility of per-

forming quantum logic operations with this far-detuned op-

FIG. 2. &Color" &A" Image of rubidium atoms trapped in a one-

dimensional optical lattice with a period of 5.3 !m. The axis of the
infrared CO2-laser beam is oriented horizontally. &B" Cross section
of this image obtained by integrating the measured atomic fluores-

cence perpendicular to the trapping beam axis.

FIG. 3. &Color" Images of the lattice after the following manipu-
lations: &A" no manipulation of the atoms in the microtraps; &B"
only atoms from a single lattice site illuminated during the exposure

with a focused laser beam; &C" after removing atoms in one lattice
site before the exposure.

RAPID COMMUNICATIONS

RESOLVING AND ADDRESSING ATOMS IN . . . PHYSICAL REVIEW A 62 051801&R"
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Experimental demonstration:
Single qubit gates

Schrader et al (PRL 93 150501) make 
a 1D optical lattice with a string of Cs 
atoms, and demonstrate several key 
requirements for quantum 
computation:

Single qubit state flip (using 
magnetic field for addressing)

Qubit readout

Initialization

Long storage times (25 s)

Cesium atoms trapped in a 1-D lattice potential
Image from PRL 93 150501

off one of the dipole trap laser beams for 1 ms. Following
this expansion the atoms are distributed over an interval
of roughly 100 !m in the standing wave trap.

In order to spectroscopically resolve the individual
atoms in such a string we apply an inhomogeneous mag-
netic field which introduces a position-dependent hyper-
fine transition frequency via the Zeeman effect. For
experimental simplicity this field is created by means of
the coils which also produce the magnetic quadrupole
field for the MOT. To achieve the maximum position
sensitivity, we work with the stretched 6S1=2 hyperfine
ground states, jF ! 4; mF ! 4i and jF ! 3; mF ! 3i,
with the quantization axis oriented along the dipole
trap axis. These two levels serve as the qubit states in
our quantum register and are denoted j0i and j1i, respec-
tively. Our applied magnetic field has the form

~B" ~r# ! "Bx; By; Bz# ! "B0; 0; 0# $ B0 % "x; y;$2z#: (1)

A homogeneous offset field B0 ! 4 G shifts the j0i $
j1i transition frequency by "0 ! $9:8 MHz with re-
spect to the unperturbed value at 9.2 GHz. A gradient
field B0 & 15 G=cm along the dipole trap yields a
position-dependent frequency shift of "0 ! $3:69'
0:04 kHz=!m, determined in an initial calibration
measurement.

We determine the positions of the atoms along the trap
axis by analyzing an ICCD image of the atom string with
a fitting routine. From these positions the corresponding
atomic resonance frequencies are calculated and sent to
the microwave generator. This entire procedure takes
about 1 s.We then initialize the register in state j00000i (
j0i1j0i2j0i3j0i4j0i5, where the subscript denotes the atom
number. For this purpose we switch on the magnetic field
and optically pump all atoms into state j0i with a
#)-polarized laser on the F ! 4 $ F0 ! 4 transition
and a repumping laser on the F ! 3 $ F0 ! 4 transition
of the D2 line; see Fig. 2(b).

We now carry out single qubit operations on the ini-
tialized register. In this demonstration we switch the
register state from j00000i to j01010i. For this purpose,
we perform spin flips on atoms 2 and 4 by the sequential
application of two $ pulses at their respective frequen-
cies; see Fig. 2(c). To measure the state of each qubit we
switch off the magnetic field and remove all atoms in
state j0i from the trap by a state-selective ‘‘pushout’’ laser
[13]; see Fig. 2(d). This detection scheme has an efficiency
of better than 99%; i.e., less than 1% of all atoms in state
j1i (j0i) are erroneously detected in state j0i (j1i). The
presence or absence of each atom in the subsequently
taken image therefore reveals its state, j1i or j0i, respec-
tively. As expected, atoms 2 and 4 are present in Fig. 2(e),
while atoms 1, 3, and 5 have been removed from the trap.

In order to characterize the performance of our scheme
we determine its resolution, i.e., the minimum distance
between adjacent atoms necessary for selective address-
ing. For this purpose, we trap only one atom at a time in
our dipole trap and initialize it in state j0i. Then we apply
a $ pulse to the atom, with a Gaussian shaped microwave
amplitude A"t# ! A0 exp"$t2=2#2

%#. The frequency of this
microwave pulse is detuned from the atomic resonance
frequency at the position of the atom. We record the
population transfer from j0i to j1i as a function of this
detuning & which corresponds to a position offset !x !
&="0. For this purpose, we subject the atom to the state-
selective pushout laser and reveal its presence or absence
through fluorescence detection after retransferring it to
the MOT.

The result of this measurement is shown in Figs. 3(a)–
3(c) for different durations of the microwave pulse.
Because of the narrowing Fourier spectrum of the corre-
sponding $ pulses, the spatial interval of significant
population transfer decreases with increasing pulse dura-
tion. A pulse of length 2#% ! 70:7 !s, see Fig. 3(c),

FIG. 2 (color). Five-atom quantum register. (a) Image of five
neutral atoms trapped in separate potential wells of a standing
wave dipole trap. The exposure time is 500 ms. One detected
photon induces on average 350 counts on the CCD chip. (b) An
optical pumping laser initializes the register in state j00000i.
(c) Two microwave pulses at the resonance frequencies of
atoms 2 and 4 perform a spin flip on these atoms to switch to
state j01010i. The colors indicate the atomic states, blue cor-
responding to state j0i and yellow to state j1i. (d) We state-
selectively detect the atoms by applying a pushout laser which
removes atoms in state j0i from the trap. (e) A final camera
picture confirms the presence of atoms 2 and 4. Note that the
spatial period of the schematic potential wells in (b)–(d) is
stretched for illustration purposes.

VOLUME 93, NUMBER 15 P H Y S I C A L R E V I E W L E T T E R S week ending
8 OCTOBER 2004
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How does it work?

C re a t i n g  t h e  l a t t i c e

Initialization & preparation

S i n g l e  q u b i t  g a t e s

T w o  q u b i t  g a t e s



the lattice can readily load each site with an average of sev-

eral atoms [14].
In this effectively linearly polarized lattice, polarization

gradient cooling by an additional set of optical molasses

beams works as well or better than in free space [13].
Steady-state temperatures of 2 !K can be achieved, much

lower than the lattice depth, so that site hopping will not

occur during cooling. During laser cooling, atoms are

quickly lost in pairs due to photon-assisted collisions [1,15].
In less than about 3 ms, half the sites will have one atom and

the other half will be empty.

Imaging can be accomplished with a 0.65 numerical ap-

erture objective during cooling in optical molasses [16]. With
the atoms continuously cooled to a temperature that avoids

site hopping, fluorescence can be averaged on a charge-

coupled device (CCD) camera for as long as necessary. Each
nonimaged plane of atoms contributes the same amount of

background light, approximately equal to the fluorescence

per atom times the ratio of the lattice cell area to the mini-

mum resolvable spot area. The exact lattice spacing can be

chosen so that light from different planes interferes in the

way that least obscures the presence or absence of atoms in

the image plane. With half occupancy, the total background

due to each plane is 1.5% of an imaged atom’s fluorescence

concentrated on a single pixel. For 20 planes, the signal/

background will be about 3. With a CCD quantum efficiency

of 0.5, and a photon scattering rate of 1 !s!1, one photon per
atom will be detected every 20 !s. The occupancy of each
site in a plane can thus be determined reliably in less than

1 ms. Successive atom planes can be imaged in turn, for

instance by translating the camera, so the whole lattice can

be imaged in 20 ms.

After imaging, atoms can be cooled to their vibrational

ground state using 3D Raman sideband cooling [17,18]. The
size of the ground vibrational wave function is 90 nm in the

blue-detuned lattice (Fig. 1), well within the Lamb–Dicke
limit required for efficient sideband cooling. In previous ex-

periments with smaller wavelength lattices, the barrier to

perfect cooling was demonstrated to be the rescattering of

spontaneously emitted photons [18]. With a density of "1
atom in !5 !m"3, rescattering should be negligible, so the
cooling should be nearly perfect. This step will take on the

order of 10 ms.

The stage is now set to reversibly compact the lattice.

There are two operations: state-selective site translations

(shifts), and site-selective state transitions (flips). We first
consider site translation. The controlled motion of atoms in

optical lattice sites has been proposed in the context of quan-

tum computing [19,20], and recently demonstrated in

390-nm scale lattices [21]. The field due to counterpropagat-
ing linearly polarized laser beams can be described by a su-

perposition of right and left circularly polarized standing

waves, where the relative spatial phase of the two standing

waves depends on the relative angle between the two polar-

izations. The dipole force on an atom is dominated by one or

the other light helicity, depending on the atom’s magnetic

sublevel. For instance, the F=3, mF=1 state (denoted state
A) is dominated by #! light, and the F=4, mF=1 state (state
B) is dominated by #+ light. Therefore, if atoms in states A
and B are initially separated by two lattice spacings, as in

Fig. 2, then rotation of a linear polarization by $ can bring

them closer by one lattice spacing. This translation scheme

will work for lattices made from noncollinear beams, as long

as both beams start polarized perpendicular to their plane of

propagation, and the quantization axis is set along the beam

whose polarization is rotated [22]. Using the Chebychev real
time quantum propagation algorithm [23], we have calcu-
lated that there is less than 0.01 vibrational energy quanta of

heating for a 5-ms-long shift operation [24], so this action is
highly reversible.

The site-selective transfer of atoms from one ground state

(A or B) to the other (B or A) is also critical to the site-filling
scheme. Our proposal here is the most experimentally unique

component of this scheme. The idea is illustrated in Fig. 3. A

far-off-resonant laser beam focused to a fraction of a lattice

spacing constitutes a site addressing beam. If it is circularly

polarized, it ac Stark shifts states A and B differently, so the

resonance frequency between them changes [25]. Therefore,
a microwave pulse can be applied to the entire lattice that is

only resonant with the target atom. Other atoms experience

nonzero, but much smaller, ac Stark shifts. A long micro-

wave pulse can be sufficiently spectrally narrow that nontar-

get atoms will not make the transition. For instance, a

2-!W beam at 877 nm focused to a waist of 1.2 !m, gives a

FIG. 1. (a) 3D blue-detuned optical lattice. Each beam pair, with
slightly different frequencies, creates a 1D standing wave with a

lattice spacing of % / #2 cos!& /2"$. Light from the three beam pairs

does not interfere, so the overall potential is just the sum of all

three. (b) The intensity, and hence the potential, of a horizontal
cross section of the lattice.

FIG. 2. The state-selective lattice shift operation. States A and B

experience different moving potentials when one beam polarization

is rotated, so that the two atoms come closer. For clarity, the picture

is drawn in the reference frame of atoms in state A. The indicated

laser beams are directed into the page.

WEISS et al. PHYSICAL REVIEW A 70, 040302(R) (2004)

RAPID COMMUNICATIONS

040302-2

Can use a CO2 laser (λ = 10.6 μm) 
to produce a lattice with spacing a 
= 5.3 μm

Or, can use a blue-detuned laser 
(e.g. λ < 852 nm) with an angle θ 
between beams to give a lattice of 
spacing a = λ / (2 sin [θ / 2])

Using three pairs of beams (with a 
slightly different wavelength for 
each pair to avoid interference), 
create a 3D optical lattice

Creating the lattice

200 mW beams at 800 nm could 
produce a 20 x 20 x 20 lattice with a = 
5 μm, trap depths of 170 μK and very 
low (~ 10-4 Hz) photon scattering rates.

Bonus! 50% more numbers and equations!



Load lattice from a MOT (magneto-optic trap), leaving several atoms in each 
lattice site

Laser cool atoms, which causes atoms to be lost in pairs via photon-assisted 
collisions (PRL 82 2262, Nature 411 1024) 

After a few ms, half the sites have one atom, the other half have no atoms

Image the lattice plane-by-plane with high numerical aperture lens while cooling in 
optical molasses

Cool to vibrational ground state using 3D Raman sideband cooling (PRL 84 439)

Need to compact the lattice—rearrange atoms to create a smaller, perfectly-filled 
lattice

Initialization & preparation (1)



Initialization & preparation (2)

How do we selectively move atoms 
from site to site?

“Tag” atoms to be moved

Shift lattice potential to right for 
tagged atoms, to left for untagged 
atoms

Untag all atoms

Restore lattice potential

Can tag atoms very fast, so we can 
effectively move an arbitrary number of 
atoms (in the same direction) in parallel

U(x) ∝ 2 cos (θ) cos

(

2πx

a

)

+
mF

F
sin (θ) sin

(

2πx

a

)

The (1D) lattice potential

Blue is potential for untagged atoms,
green is potential for tagged atoms



Initialization & preparation (3)

Compact lattice via a divide-and-
conquer algorithm:

I. Partition in half

II. Balance the two halves

III. For each half, apply (I)

IV.When all rows are balanced, 
compact rows to right

For a d-dimensional lattice of nd 
atoms, takes O(n) steps (each step 
takes 10-2 to 10-3  s)

Can re-image and repeat if first 
iteration does not yield perfect 
lattice



Single qubit gates (1)

How do we perform a gate on a single qubit without 
disturbing neighbouring atoms?



Single qubit gates (2)

Use focused addressing beam at 
“magic wavelength” (~880 nm) to 
shift mF≠0 levels at target site while 

leaving mF=0 levels & atoms 

untouched

Use a microwave pulse to flip the 
atom’s state from mF=0 qubit state 

to mF=1 temporary state, 

Use another pulse to flip between 
temporary states

A final pulse flips back to a mF=0 

qubit state

F=4

F=3

mF=0

mF=0

mF=1

mF=1

mF=2

mF=-1

mF=-1
mF=-2

mF=2

mF=-2



Single qubit gates (3)

• Target atom sees large AC Stark Shift 
of mF=1 levels, whereas neighbouring 
atom sees little or no Stark shift

• Microwave pulse is on-resonant for 
target atom, driving transition

• Neighbour atom experiences small, 
fast off-resonant Rabi cycles

• Can in principle achieve high gate 
fidelity (~0.99999) for fast gates (~ 
10 - 100 μs)

Target atom

Neighbour (non-target) atom

F=4

mF=0

F=3

mF=1

F=4

mF=0

F=3

mF=1



A controlled-phase (CPHASE) gate 
together with local operations is 
universal for quantum computation

To implement CPHASE,

Apply a π pulse to the first atom 
to bring it to a Rydberg state

Apply a 2π pulse to the second 
atom

Apply another π pulse to the first 
atom

Get a relative phase change, as 
shown in the table

VOLUME 85, NUMBER 10 P H Y S I C A L R E V I E W L E T T E R S 4 SEPTEMBER 2000

FIG. 2. Schematics of the ideal scheme. The internal state
jg!j is coupled to the excited state jr!j by the Rabi frequency
Vj"t# with the detuning dj"t#. The state je!j decouples from the
evolution of the rest of the system.

extra phase w ! uDt. Thus, this scheme realizes a
phase gate operating on the time scale Dt ~ 1$u. We
note that the accumulated phase depends on the precise
value of u, i.e., is sensitive to the atomic distance. The
probability of loss due to g is approximately given
by pl ! 2wg$u. Furthermore, during the gate opera-
tion (i.e., when the state jrr! is occupied) there are large
mechanical effects due to the force F. This motivates the
following model.

Model B.—We assume u ¿ Vj . Let us for the
moment assume that the two atoms can be addressed
individually [8], i.e., V1"t# fi V2"t#. We set dj ! 0 and
perform the gate operation in three steps: (i) We apply a
p pulse to the first atom, (ii) a 2p pulse [in terms of the
unperturbed states, i.e., it has twice the pulse area of pulse
applied in (i)] to the second atom, and, finally, (iii) a p
pulse to the first atom. As can be seen from Fig. 2, the
state jee! is not affected by the laser pulses. If the system
is initially in one of the states jge! or jeg! the pulse
sequence (i)–(iii) will cause a sign change in the wave
function. If the system is initially in the state jgg! the
first pulse will bring the system to the state ijrg!, the
second pulse will be detuned from the state jrr! by
the interaction strength u, and thus accumulate a small
phase w̃ % pV2$2u ø p . The third pulse returns the
system to the state ei"p2w̃#jgg!, which realizes a phase
gate with w ! p 2 w̃ % p (up to trivial single qubit
phases). The time needed to perform the gate operation
is of the order Dt % 2p$V1 1 2p$V2. Loss from
the excited states jr!j is small provided gDt ø 1, i.e.,
Vj ¿ g. If we choose u ! 1.8 GHz, Vj ! 100 MHz,
and g ! 100 kHz [9] we find a probability of loss from
the excited states of pl ! 3.4%.

An adiabatic version of this gate has the advantage that
individual addressing of the two atoms is not required,
V1,2"t# & V"t# and d1,2"t# & d"t#. In this scheme we
assume the time variation of the laser pulses to be slow on
the time scale given by V and d (but still larger than the
trap oscillation frequency), so that the system adiabati-
cally follows the dressed states of the Hamiltonian Hi .
After adiabatically eliminating the state jrr!, we find the
energy of the dressed level adiabatically connected to the

initial state jgg! to be given by egg"t# ! sgn"d̃# 'jd̃j 2
"d̃2 1 2V2#1$2($2 with d̃ ! d 2 V2$"4d 1 2u# the
detuning including a Stark shift. For the dressed levels
connected to jeg! and jge! we have eeg"t# ! sgn"d# 3
'jdj 2 "d2 1 V2#1$2($2. The entanglement phase follows
as w"t# !

Rt
0 dt0 'egg"t0# 2 2eeg"t0#(. For a specific

choice of pulse duration and shape V"t# and d"t# we
achieve w & w"Dt# ! p (see Fig. 3a). In Fig. 3b the
phases accumulated in the dressed states of jgg! and
jeg! "jge!#, and the resulting entanglement phase w
are shown. To satisfy the adiabatic condition, the gate
operation time Dt is approximately 1 order of magnitude
longer than in the gate discussed above.

A remarkable feature of model B is that, in the ideal
limit, the doubly excited state jrr! is never populated.
Hence, the mechanical effects due to atom-atom interac-
tion are greatly suppressed. Furthermore, this version of
the gate is only weakly sensitive to the exact distance be-
tween the atoms, since the distance-dependent part of the
entanglement phase w̃ ø p [10]. These features allow
one to design robust quantum gates with atoms in lattices
that are not filled regularly.

We now turn to a discussion of decoherence mecha-
nisms, which include spontaneous emission, transitions
induced by black body radiation, ionization of the
Rydberg states due to the trapping or exciting laser
fields, and motional excitation of the trapped atoms.
While dipole-dipole interaction increases with n4, the
spontaneous emission and ionization of the Rydberg states
by optical laser fields decreases proportional to n23. For
n , 20 the black body radiation is negligible in compari-
son with spontaneous emission, and similar conclusions
hold for typical ionization rates from the Rydberg states
for the numbers quoted in the context of Fig. 3.

We now calculate the motional effects described by He

on the fidelity of the gate. The dipole-dipole force, given
by F, causes a momentum kick to both atoms when they
populate jrr!. We assume the atoms to be initially in the
ground state of the trapping potential. For the adiabatic

FIG. 3. (a) The Rabi frequency V"t# normalized to V0 !
100 MHz (solid curve), d"t# normalized to d0 ! 1.7 GHz
(dashed curve). We chose g ! 100 kHz and u ! 1.8 GHz.
(b) Accumulated phase of the state jgg! (dashed curve) and
jge! (dash-dotted curve). The resulting accumulated w"t# is
given by the solid curve and the probability of loss from the
excited state is found to be pl ! 1.7%.

2210

Schematics for each of four possible gate inputs
Graphic from Jaksch et al. 2000.  PRL 85 2208.

|0〉 |1〉
|0〉 ei(π-φ) eiπ

|1〉 eiπ 1

Phase as a function of input

φ is small

Two qubit gates (1)



Challenges in Scalability
characterizing errors via

analytical methods

s i m u l a t i o n s

q u b i t  l o s s

d e t e c t i o n

c o r r e c t i o n



Characterizing Errors (1)

Some sources of error:

Single qubit gates

Two qubit gates (quant-ph/0502051, PRA 67 040303)

Qubit loss

Spontaneous emission / scattered photons

Can describe some errors via analytical techniques

Use qsims to perfom numerical simulations of gates to characterize errors and 
perform optimization



An analytical example: undesirable off-resonant transitions in single qubit gates

Even though they are detuned by ~1 MHz, non-target atoms have a very small 
probability of undergoing an off-resonant transition when a single qubit gate is 
applied to other atoms

Probability is described by

We can minimize this by appropriate choice of the gate time, T, but are limited 
by our pulse timing resolution, δT, and obtain

If we have a lattice of n3 atoms, but can only do n single qubit gates 
simultaneously, this will ultimately limit scalability (although limit will be large)

Characterizing Errors (2)

P|0〉↔|1〉 !
Ω2

Ω2 + ∆2
sin2

(

√

Ω2 + ∆2
T

2

)

P|0〉↔|1〉 !

(

π

2

δT

T

)2



qsims:
Quantum Simulation Software

We need a way to simulate and 
study quantum gates with high 
precision—a Quantum Simulation 
Software (qsims) package

qsims is free, GPL’d, software 
developed by T. R. Beals

qsims can simulate a wide range of 
Hamiltonians, and allows for nearly 
arbitrary time dependence

http://sf.net/projects/qsims/

S p e c i a l  a d v e r t i s i n g  s u p p l e m e n t



qsims uses a discretized grid to 
represent the spatial wavefunction 
of an atom, with one grid for each 
internal state

Momentum portion of Hamiltonian 
is calculated using R. Kosloff ’s 
pseudospectral (a.k.a. Fourier grid) 
method

Time propagation is accomplished 
with a Chebychev polynomial 
expansion of the Schrodinger 
propagator

qsims (2)

T0 = 1, T1 = x, T2 = −1 + 2x2, T3 = −3x + 4x3 . . .

Tn+1(x) = 2xTn(x) − Tn−1

Chebychev polynomials:



｜0 〉

｜1 〉

｜3 〉

｜2 〉 ➡

➥

➡

➡ ➡

➡

Final state appears to 
have entanglement 
between internal & 
vibrational degrees of 
freedom.

Simulation: bad single qubit gate

Trap depth = 100 μK, stark shift = 0.2 MHz, 
coupling = 6.579 kHz, gate time = 0.11 ms,  
beam waist = 0.6 μm. Fidelity = 0.8676.

Can do numerical optimization of 
gate parameters

Study effects that are analytically 
intractable



Need to be able to perform 
Quantum Non-Demolition 
(QND) measurements

QND determines presence of 
an atom without disturbing its 
state

When atom loss is detected, 
replace lost atoms with spares 
using “optical tweezers”

Perform standard error 
correction to restore state

Qubit loss detection & correction

•
☝



In the Rydberg CPHASE gate, a 
missing control qubit acts as 
｜1 〉

Use this to perform qubit loss 
(or leakage) error detection 
without disturbing qubit state

Input |0〉 |1〉 |X〉  (missing atom)

Ancilla |1〉 |1〉 |0〉

Quantum non-demolition qubit
loss-detecting circuit

Measure

ancilla

Z

180
H Z

180｜0 〉
Hadamard Hadamard

FlipFlip

Rydberg
CPHASE

Rydberg
CPHASE

Ancilla

｜! 〉
Input qubit

｜! 〉

Z

"

Z-rotation

｜# 〉

X

180

X

180

H

Qubit loss detection (1)



Downsides of loss detection circuit:

Need an ancilla qubit

Hard to do in parallel

Alternate idea (borrowed from ion trap quantum computing)—store qubit state 
temporarily in motional degrees of freedom of atoms

Can then perhaps “look” at the atoms without disturbing qubit state

Could use magnetic field to address & image an entire plane of atoms at a time

Still need to work out details

Qubit loss detection (2)



Summary
w h a t  we ’ve  s e e n

Initializing & loading the lattice

Single & two qubit gates

Analytical & numerical characterization of errors

Qubit loss detection & correction

w h a t  we  h ave n ’t
Coupling photons to optical lattices

Cluster state computing

Simulating physical Hamiltonians

Topological quantum computing
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