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Agenda	

•  Protec'on	
•  Transla'on	
•  Virtual	Memory	
•  Lab	1	Feedback	
•  Ques'ons/Open-ended	discussion	
•  Hand	back	Lab	1	



Protec'on		

•  Why?	
48 1.9draft: Volume II: RISC-V Privileged Architectures

Supervisor User
Type Meaning Global R W X R W X

0 Pointer to next level of page table.
—

1 Pointer to next level of page table—global mapping. •
2 Supervisor read-only, user read-execute page. • • •
3 Supervisor read-write, user read-write-execute page. • • • • •
4 Supervisor and user read-only page. • •
5 Supervisor and user read-write page. • • • •
6 Supervisor and user read-execute page. • • • •
7 Supervisor and user read-write-execute page. • • • • • •
8 Supervisor read-only page. •
9 Supervisor read-write page. • •

10 Supervisor read-execute page. • •
11 Supervisor read-write-execute page. • • •
12 Supervisor read-only page—global mapping. • •
13 Supervisor read-write page—global mapping. • • •
14 Supervisor read-execute page—global mapping. • • •
15 Supervisor read-write-execute page—global mapping. • • • •

Table 4.2: Encoding of PTE Type field.

rely on referenced and/or dirty bits, e.g. if it does not swap pages to secondary storage, it should
always set them to 1 in the PTE. The implementation can then avoid issuing memory accesses
to set the bits.

Implementations may cause the R bit to be set even when no reference to the page has occurred,
provided the page is readable in the current privilege mode. Likewise, implementations may cause
the D bit to be set even when no store to the page has occurred, provided the page is writable in
the current privilege mode.

Any level of PTE may be a leaf PTE, so in addition to 4 KiB pages, Sv32 supports 4 MiBmegapages.
A megapage must be virtually and physically aligned to a 4 MiB boundary.

4.5.2 Virtual Address Translation Process

A virtual address va is translated into a physical address pa as follows:

1. Let a be the value of the sptbr register, and let i = LEVELS�1. (For Sv32, LEVELS equals
2.)

2. Let pte be the value of the PTE at address a+ va.vpn[i]⇥ PTESIZE. (For Sv32, PTESIZE
equals 4.)

3. If pte.v = 0, stop and signal an access fault.

4. Otherwise, pte.v = 1. If pte.type � 2, continue to step 5. Otherwise, this PTE is a pointer
to the next level of the page table. Let i = i � 1. If i < 0, stop and signal an access fault.
Otherwise, let a = pte.ppn⇥PAGESIZE and go to step 2. (For Sv32, PAGESIZE equals 212.)



Transla'on	

•  Why?	
– Mul'ple	users,	programs	

•  Types	
– Base	and	Bound	
– Paging	
– Segmenta'on	
– Paged	Segements	

•  Typical	Computer	Arch	hybrid	



Segmenta'on	vs	Paging	
•  words	per	address	
–  2		vs	1	

•  programmer	visible	
– maybe	vs	no	

•  Alloca'ng/replacing	block	
–  swapping	in	a	new	block	is	hard	because	size	is	varied	
and	must	be	con'guous	

•  Memory	use	inefficiency	
–  External	vs	internal	fragmenta'on	

•  Efficient	Disk	traffic	
– Not	always	vs	Yes	



Page	Tables	

•  Linear	vs	Hierarchical	
– Linear	is	simple	and	inefficient	

•  How	big	should	a	page	be?	
– Bigger	->	more	fragmenta'on	
– Smaller	->	less	TLB	reach	
– 4KB	in	RISC-V,	why?	

•  Legacy	
•  Transparent	Superpage	Support	
•  Mul'-level	TLB	hierarchy	



What	is	in	a	PTE?	
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any physical memory protection structures (Sections 3.6–3.7), before being directly converted to
machine-level physical addresses.

31 22 21 12 11 0

VPN[1] VPN[0] page o↵set

10 10 12

Figure 4.12: Sv32 virtual address.

33 22 21 12 11 0

PPN[1] PPN[0] page o↵set

12 10 12

Figure 4.13: Sv32 physical address.

31 20 19 10 9 7 6 5 4 1 0

PPN[1] PPN[0] Reserved for software D R Type V

12 10 3 1 1 4 1

Figure 4.14: Sv32 page table entry.

Sv32 page tables consist of 210 page-table entries (PTEs), each of four bytes. A page table is exactly
the size of a page and must always be aligned to a page boundary. The physical address of the root
page table is stored in the sptbr register.

The PTE format for Sv32 is shown in Figures 4.14. The V bit indicates whether the PTE is valid;
if it is 0, bits 31–1 of the PTE are don’t-cares and may be used freely by software. Otherwise, the
Type field indicates whether the PTE is a pointer to the next level of the page table or a leaf PTE.
If it is the latter, the Type field also encodes the access permissions. Table 4.2 details the Type
field encodings.

An alternative PTE format that orthogonalizes supervisor and user permissions would be easier
to explain but would require more bits to encode. This would reduce the amount of physical
memory that can be addressed with a 32-bit PTE.

Supervisor page mappings may be marked global in the Type field. Global mappings are those that
exist in all address spaces. For non-leaf PTEs, the global setting implies that all mappings in the
subsequent levels of the page table are global. Note that failing to mark a global mapping as global
merely reduces performance, whereas marking a non-global mapping as global is an error.

Global mappings were devised to reduce the cost of context switches. They need not be flushed
from an implementation’s address translation caches when an SFENCE.VM instruction is exe-
cuted with a nonzero sasid value.

Each leaf PTE maintains a referenced (R) and dirty (D) bit. When a virtual page is read, written,
or fetched from, the implementation sets the R bit in the corresponding PTE. When a virtual page
is written, the implementation additionally sets the D bit in the corresponding PTE. The access
that causes the R and/or D bit to be set must not appear to precede the update of the PTE.
Furthermore, the PTE must be updated atomically with respect to other accesses to the PTE.

The R and D bits are never cleared by the implementation. If the supervisor software does not
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5. A leaf PTE has been found. Determine if the requested memory access is allowed by the
pte.type field. If not, stop and signal an access fault. Otherwise, the translation is successful.
Set pte.r to 1, and, if the memory access is a store, set pte.d to 1. The translated physical
address is given as follows:

• pa.pgo↵ = va.pgo↵.

• If i > 0, then this is a superpage translation and pa.ppn[i� 1 : 0] = va.vpn[i� 1 : 0].

• pa.ppn[LEVELS� 1 : i] = pte.ppn[LEVELS� 1 : i].

4.6 Sv39: Page-Based 39-bit Virtual-Memory System

This section describes a simple paged virtual-memory system designed for RV64 systems, which
supports 39-bit virtual address spaces. The design of Sv39 follows the overall scheme of Sv32, and
this section details only the di↵erences between the schemes.

4.6.1 Addressing and Memory Protection

Sv39 implementations support a 39-bit virtual address space, divided into 4KiB pages. An Sv39
address is partitioned as shown in Figure 4.15. Load and store e↵ective addresses, which are 64
bits, must have bits 63–39 all equal to bit 38, or else an access fault will occur. The 27-bit VPN is
translated into a 38-bit PPN via a three-level page table, while the 12-bit page o↵set is untranslated.

38 30 29 21 20 12 11 0

VPN[2] VPN[1] VPN[0] page o↵set

9 9 9 12

Figure 4.15: Sv39 virtual address.

49 30 29 21 20 12 11 0

PPN[2] PPN[1] PPN[0] page o↵set

20 9 9 12

Figure 4.16: Sv39 physical address.

63 48 47 28 27 19 18 10 9 7 6 5 4 1 0

Reserved PPN[2] PPN[1] PPN[0] Reserved for SW D R Type V

16 20 9 9 3 1 1 4 1

Figure 4.17: Sv39 page table entry.

Sv39 page tables contain 29 page table entries (PTEs), eight bytes each. A page table is exactly
the size of a page and must always be aligned to a page boundary. The physical address of the root
page table is stored in the sptbr register.

The PTE format for Sv39 is shown in Figure 4.17. Bits 9–0 have the same meaning as for Sv32.
Bits 63–48 are reserved for future use and must be zeroed by software for forward compatibility.
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49 39 38 30 29 21 20 12 11 0

PPN[3] PPN[2] PPN[1] PPN[0] page o↵set

11 9 9 9 12

Figure 4.19: Sv48 physical address.

63 48 47 37 36 28 27 19 18 10 9 7 6 5 4 1 0

Reserved PPN[3] PPN[2] PPN[1] PPN[0] Reserved for SW D R Type V

16 11 9 9 9 3 1 1 4 1

Figure 4.20: Sv48 page table entry.

The algorithm for virtual-to-physical address translation is the same as in Section 4.5.2, except
LEVELS equals 4 and PTESIZE equals 8.



Page	Table	Walk	

•  Hardware	or	So[ware?	
– Hierarchical	page	table	is	pre\y	well	agreed	upon	
so	makes	sense	to	put	in	hardware	

– Can	always	add	disable	to	PTW	in	hardware	that	
allows	fall	back	to	so[ware	



TLB	

•  Why?	
•  Separate	D	vs	I	TLB?	
– Hazards	

•  How	big	should	your	TLB	be?	
– Factor	TLB	miss,	and	refill	into	AMAT	
– Think	about	Iso-Area	AMAT	curves	
–  Increase	assoc	vs	add	entry	
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Address	Transla+on:	
pu#ng	it	all	together	

10	

Virtual	Address	

TLB	
Lookup	

Page	Table	
Walk	

Update	TLB	Page	Fault	
(OS	loads	page)	

Protec'on	
Check	

Physical	
Address	
(to	cache)	

miss	 hit	

							the		page	is		
∉ memory 										∈ memory	 denied	 permi\ed	

Protec'on	
Fault	

hardware	
hardware	or	so[ware	
so[ware	

SEGFAULT Where?	
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Virtual-Address	Caches	

§  one-step	process	in	case	of	a	hit	(+)	
§  cache	needs	to	be	flushed	on	a	context	switch	unless	address	space	

iden'fiers	(ASIDs)	included	in	tags	(-)	
§  aliasing	problems	due	to	the	sharing	of	pages	(-)	
§  maintaining	cache	coherence	(-)			(see	later	in	course)	

11	

CPU Physical 
Cache TLB Primary 

Memory 
VA PA PA 

Alternative: place the cache before the TLB 

CPU 
VA (StrongARM) Virtual 

Cache 
PA 

TLB 
Primary 
Memory VA 



Aliasing	

•  Physical	Cache?	
– How?	

•  Virtual	Cache?	
– How?	

•  Virtual	Tag,	Physical	Index?	
– How?	

•  Physical	Tag,	Virtual	Index?	
– How?	
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Concurrent	Access	to	TLB	&	Cache	
(Virtual	Index/Physical	Tag)	

13	

Index	L	is	available	without	consul'ng	the	TLB	
=>cache	and	TLB	accesses	can	begin	simultaneously!	

Tag	comparison	is	made	a[er	both	accesses	are	completed	
Cases:	L	+	b	=	k,		L	+	b	<	k,		L	+	b	>	k	

               VPN																														L											b	

TLB	 Direct-map	Cache		
2L	blocks	

2b-byte	block																	PPN																						Page	Offset	

=	
hit?	 Data	Physical	Tag	

Tag	

VA	

PA	

Virtual	
Index	

k	



Virtual	Index,	Physical	Tag	

•  Lets	design	an	4-way	set	associa've	version	



Ques'ons	

•  Any	topics	want	to	discuss	as	a	group?	



Lab	1	Feedback	

•  New	Requirements	
– NO	DUMPS	

•  Any	copy	paste	should	almost	always	be	in	appendix	

– Must	be	typed	
– Must	be	digitally	submi\ed	

•  Name	the	file	with	your	first	and	last	name	

– May	impose	a	page	limit,	but	not	yet	



Lab	1	Feedback	

•  Make	it	interes'ng	
•  Non-interes'ng	things	
– Big	tables	of	numbers	
– Big	list	of	calcula'ons	(1	example	is	good)	

•  Interes'ng	Things	
– Compara've	graphs	
–  Insighgul	comments	
– Synthesis	of	ideas	
– Cool	open-ended	things	



Ques'ons	and	Hand	Back	


