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Sad fact: Computers turn
electrical energy into heat.
Computation is a byproduct.

Energy and Performance

Air or water carries heat
away, or chip melts.

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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The Joule: Unit of energy.
Can also be expressed as

Watt-Seconds. Burning 1 Joule heats 1 -
1 Watt for 100 seconds oule O.e;l Sd eg%r;mCO water

uses 100 Watt-Seconds
of Heat Energy

This is how electric tea pots work ...

of energy.

1A per Second
— «—The Watt: Unit of power.
The amount of energy
burned in the resistor
1V in 1 second.
1 Ohm
Resistor

D Y—_ 20W rating: Maximum
power the package is able fo
transfer to the air. Exceed

Q( rating and resistor burns.
CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Cooling an iPod nano ...

\ Like resistor on last
/ . slide, iPod relies on
> 9 passive transfer of

\o heat from case
\ to the air.

Why? Users don't want
fans in their pocket ...

To stay “cool to the touch”
via passive cooling,
power budget of 5 W.

If iPod nano used SW all the time, its battery would last 15 wminutes ...

UC Regents Spring 2013 © UCB
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Powering an iPod nano (2005 edition)

1.2 W-hour battery:
Can supply 1.2 watts
of power for 1 hour.

1.2W-hr /7 9 W = 15 wmiinutes.

: ‘ = More W-hours require bigger battery
| and thus bigger “form factor” --
it wouldn't be “hano” anywore ).

[P— ; Real specs for iPod nano :
14 hours for music,
4 hours for slide shows.

89 mW for wusic.
300 mW for slides.

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Finding the (2005) iPod nano CPU ...

J3,  Acloserelative... .0,

portalplayer digital media management system-on-chip =

Two 80 MHz CPUs.
One CPVU vused for
audio, one for slides.

Low-power ARM
roughly 1mW per
MHz ... variable
clock, sleep modes.

895 mW system
power realistic ...

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Whak’s kappev\eci since 20057

2010 nano

0.74 ounces
(50% of
2009 Nano)

"Up to" 24 hours
audio playback.

70% improvement 0.29 W Hir
from 2005 nano. (33% of 2009 Nano)
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WiFi/Bluetooth
'-.. s s’f

4/

A clever prism projects
a layer over reality light.

aye! ) Projector
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Desired screen size sets smartphone W x L
Depth? : Thin body vs. battery life

Thursday, April 18, 13 14




Battery Li-lon

.......
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L-shape
Main Board

Metal frame acts as antenna

Thursday, April 18, 13
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2007 2008 2009
___iPhone
Apps Samsung
Processor  SSLE200B01 ARM In 4 yeGrS:
Core
Process g0nm . .
eomery 6.8x Increase in
Die Size 8.5 x 8.5 mm
Pin Count 424 :
mitee | smecans  tTransistor count

(Instruction Set)

Clock Speed ~800MHZz 154
GPU PowerVR MBX o = a
33% max clock -

SDRAM 1Gb Mobile DDR

speed increase

D R )

Attached DRAM: |
128 MB -> 512 MB!

.......
llllll
.

6.8x transistors:
Dual CPU and GPU,
and to save energy.

Today

iPhone 4S5
Apple AS Dual
ARM Core
Processor
45nm

12.15x 10.1 mm
1360
Cortex-AS
(ARMVT)
~800MHz
PowerVR SGX
(dual core)
4Gb Mobile DDR2

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Notebooks ... as designed in 2006 ...

2006 Apple MacBook -- 9.2 [bs
8.9 in

lin ®
i —>

128 in

Performance: Must be “close enough” to
desktop performance ... most people no
longer used a desktop (even in 2006).

élé Size and Weight. Ideal: paper notebook.

Heat: No longer “laptops” -- top may get
“warm”, bottom “hot”. Quiet fans OK.

CS 150 L24: gy UC Regents Spring 2013 © UCB
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Battery: Set by size and weight limits ...

Battery rating:
55 W-hour.

At 2.3 GHz, Intel
Core Puo CPU
consumes 31 W
running a heavy
load - under 2
hours battery
life! And, just
for CPV!

Almost full 1 inch depth. — At 1 GHz, CPU consumes

Width and height set by . "
available space, weight. 13 Waffs. En.ergv saver
option uses this mode ...

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB

more energy than iPod 2
ano battery. And iPod lets you
sten to music for 14 hours!
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MacBook Air ... design the laptop like an iPod
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2011 Air: 11.8 in x 7.56 in X 0.68 in; 2.38 |bs

"
“

-
-

g
y . e iy )
. N o 113 - i
- i

- e -

e —————

2006 Macbook: 12.8 in x 2.9 in x 1 in; 5.2 |bs
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Mainboard: fills about 25% of the laptop

Desigroed By Apgie In Colosds  Amsembind In Ching  Madel AMOE Ukion Polymer  TIW A TTWE 4580mAN 000 TXIMA
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35 W-h battery: 63% of 2006 MacBooks 55 W-h
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MacBook Air: Full PC| o .o Core i5

Thunderbolt 1/0 Controller CPU/GPU

f
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Servers: Total Cost of Ownership (TCO)

Machine roowms
are expensive.

' Rewmoving heat
= dictates how

= many servers 1o
put in a machine
roow.

' Electric bill adds
' up! Powering the
O m—— e— SCYVEIS *

I , powering the air
Reliability: running computers conditioners is a

hot makes thew fail more often. big part of TCO.

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Computations
per W-h
doubles every
1.6 years,
going back

to the first
computer.

(Jonathan
Koomey,
Stanford).

CS 1501

Computations per kWh

1.E+16 -

1.E+15 -

1.E+14 -

1.E+13 ¢

1.E+12

1.E+11

1.E+10

:

:
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m
+
-
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1.E+06 -

1.E+05 -

1.E+04

1.E+03

1.E+02

1.E+01 -

1.E+00 ~
1940

2008+2009 laptops

SiCortex SC5832~—~___

Dell Dimension 2400

Gateway P3, 733 MHz

¢ Dell Optiplex GXI|
o

IBM PS/2 E + Sun SS1000
486/25 and 486/33
Deskiops

‘ ~ ) .
Macintosh 128k - Compaq Deskpro 386/20e

BM Py /[e®1BM PC-AT

Cray 1 supercomputer - ® 1BM PC-XT

* Apple lle
DEC PDP-11/20 o
8800

SDS 920 Commaodore 64

Univa
o
EDVAC
&
Enlac

R(‘QY(‘SSlOF results

N =80

Adjusted R-squared = 0.983

Comps/kKWh = exp(0.4401939 x Year - 849.1617)
Average doubling time (1946 to 2009) = 1.57 years

1950 1960 1970 1980 1990 2000 2010
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Processors and Energy

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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2.6 Billion

2,600,000,000
1,000,000,000

100,000,000 -
S 10,000,000 -
O
o
s 1 Million
3 1,000,000 -
-
o
B
100,000 -
10,000 -

2,300 -

2 Thousand

Moore’s Law

Six-Core Xeon 7400

16-Core SPARC T3
Six-Core Core i7

. ©10-Core Xeon Westmere-EX

DuakCore ltanium 2@ @ -core POWERY
—_ -COre 2
AMD K'o\_ ,L- d-Core Iltarsum Tukwila
POWERG® = 8-Core Xeon Nehalem-EX
Itanium 2 with 9MB cache ® ", Six-Core 2400
Core i7 (Quad
2 Duwo
Hanium 2@ |
Pentium 4 ® Atom
AMD K7
® AMD K6
curve shows transistor AMD K6
count doubling eve ¥ @ Pontium Il
u ubiing ry $rontium
Wo years ®AMD K5
Pentum
8080
8008@
4004@ “RCA 1802
[ T | I ]
1971 1980 1990 2000 2011
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Main driver: device scaling ...

‘ | - o J‘J

350nm 250nm 180nm 130nm 90nm 65nm
200mm 200mm 200mm 200mm 300mm 300mm
Twice the The same Half the die size
circuitry in the circuitrv in half e for the same
same space o) th ry — capability than
(architectural (coster:(!lot?c(::teion) in the prior
innovation) process

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Switching Energy: Fundamental Physics

Every logic transition dissipates energy.

vdd

1 v

1-0-1 (-1-0
Y
:f::: c

Lid

odel s inputs to other E =
Jates & wire capacitance _ *0-51

Strong rasul&llmd@.pamd@mﬁ oﬁf %e&hmomgv

How can (1) Reduce # of clock transitions. But we have work to do ...
we limit (2) Reduce Vdd. But lowering Vdd limits the clock speed ...
switching  (3) Fewer circvits. But more transistors can do more work.
eneray?  (4) Reduce C per node. One reason why we seale processes.

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Scaling switching energy per gate ...

IC process scaling
JJ 4| J e (“Moore’s Law ™)

350nm 250nm 180nm 130nm 90nm

1 Due to reducing
V and C (length
and width of Cs
decrease, but
plate distance
gets smaller).

1 LT L LB

L B B N |
Lt r ok

Recent slope
more shallow
because V is
being scaled
less
aggressively.

1
|

From: “Facin%the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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Second Factor: Leakage Currents

Even when a logic gate isnt switching, it burns power.

Aq E
0V = Vin —

IGate i

' N

Vour

ISub _
— C
v L

N

lgate: Ideal capacitors have
zero DC current. But modern
transistor gates are a few
atoms thick, and are not ideal.

CS 150 L24: Power and Energy

Isub: Even when this nket
is off, it passes an loff
leakage current.

We can engineer any loff

we like, but a lower loff also
results in a lower lon, and thus
a lower maximuwm clock speed.

Intel’s 2006 processor designs,
leakage vs switching power

i m Leakage

g m Dynamic
65nm

Bill Holt, Intel, Hot Chips 17,

A lot of work was
done to get a ratio
this good ... 50/50
is common.

C Regents Spring 2013 © UCB
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Engineering “On” Current at 25 nm ...

We can increase lon by
raising Vdd and/or lowering Vi.

“ds

.

™ 07— Lo

CS 150 L24: Power and Energy

’ L u-25 nm J lds
;'0.0012
-’! \12 mA
A
> A
S o000z
/
.
f
»
£
bt
—..-——p 4
025 v . i 0.0004
\ 0.0000
00 01 0.2 03 04 05 0.3 0.7
Voa (V) 07 Vdd

UC Regents Spring 2013 © UCB

Thursday, April 18, 13

34



Plot on a “Log” Scale to See “Off” Current

Ioff"‘ 10 nA

CS 150 L24: Power and Energy

We can decrease lo¢s by
raising V¢ - but that lowers lon.

ljs ™™ [ Lo 28 “
ol 12mA =1
e 107 . :0.0012 n

. p \
1107 | f

0.25 -V,

S Jo.0008

T S
| ;

10 j’ Jo.0004

o
L 4 L . 0.0000
00 04 02 02 04 05 05 07
Voa (V) 0.7=Vdd
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Device engineers trade speed and power

We can reduce CVAPactive)
by lowering V.

We can increase speed-
by raising Vigsand S
lowering Vi.

We can reduce leakage-
(Psfandby) by raising Vi

From: Silicon Device Scaling to the Sub-10-nm Regime

gi f Meikei leong,'* Bruce Doris,? Jakub Kedzierski,! Ken Rim,! Min Yang!
CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Customize processes for product types ...

Performance

r . . L
Low | Mobile Chipset |
Power | Network Processor |

: Ultra-Low

0.0-0.2 0.4 06 0908" LBE. SR pl aitb
lon (mA/um)

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Transistor physics revisited ...

Vg=1V _ The drain
Vs=ov. "y  Vd=1V s lunctionisalsoa
dielectric capacitor, and
; . . : puts - charges in
the substrate.
p—-
—— u
Vg =0V _ Away from the
Vs =0V ! vd = 11\{ I surface, the
_I ________ dielectric ‘= drain-induced
; : ) 1 charges remain
""""""" RN AT R even when the
p- gate is off!
| As we mal L smaller, source and drain
=  come closer, and Ioff gebs larger!

Thursday, April 18, 13 38



Solution concept: Fully-depleted channel
Vg =1V

Vs =0V T Vd=1V
on: Ftrsrres I KA
Vg =0V
Vs = 0V 9 ’ vd =1V
Off dielectric “ = “A

We limit the depth of the channel so that
the gate voltage “wins” over the drain voltage.

Done as shown, 5 to 7 nm depth for a 20 nm transistor.
Requires expensive wafers

“FP-SO1” -- Fully-Depleted Silicon-On-lnsulator

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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_ Transistor channel is a
FInFET raised fin.

Gate controls channel
from sides and top.

Channel depth is fin width.
12-15nm for L=22nm.

—

a2 United States Patent
Huet al.  Filed: Oct. 23, 2000

(54) FINFET TRANSISTOR STRUCTURES
HAVING A DOUBLE GATE CHANNEL
EXTENDING VERTICALLY FROM A
SUBSTRATE AND METHODS OF
MANUFACTURE

Tri-Gate

(75) loventors: Chenming Hu, Alamo; Tsu-Jae King,
Fremont; Vivek Subramanian,
Redwood City; Leland Chang,
Berkeley; Xuejue Huang: Yang-Kyu
Choi, both of Albany; Jakub Tadeusz
Kedzierski, Hayward; Nick Lindert,
Reduced Berkeley; Jeffrey Bokor, Oakland, all
Leakage of CA (US); Wen-Chin Lee, Beaverton,
1

| | 1 Vgs OR (US)
0 02 04 06 08 UC Regents Spring 2013 © UCB
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Sandy
Bridge

32nm
planar

1.16B
transistors

Ivy Bridge

22nm
FinFet

1.4B
transistors
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Clock rates have flattened out,

but ...

10,000

Intel Pentium I

Digital Alpha 21164A
500 MHz in 1996

-
i

Digital Alpha 21064
150 MHz in 1992

100 A

MIPS M2000
25 MHz in 1989 .~

Clock rate (MHz)

40%/year

-

10 e nnanll Sun-4 SPARC

=
-

Digital VAX-11/780
5 MHz in 1978

15%/year

Intel Pentium4 Xeon
3200 MHz in 2003

1000 MHz in 2000 .-

||||||||||||||||||||||||||||||||||||||||||||||||||||

Intel Nehalem Xeon
3330 MHz in 2010

1%/year

1 ] | | | | ] | | | ] ] ]

1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 200

| 1 I T
2 2004 2006 2008 2010 2012
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Performance: put more transistors to work

100,000
Initel Xeon & cores, 3.3 GHz (boost o 3.6 GHz)
Inlel ¥eon 4 cores, 3,3 GHZ (koost 1o 3.6 GHz)
Intel Core i Exiremne 4 cores 3.2 GHz (boost to 3.2 GHz 24158
Intel Core Duo Extrerms 2 cores, 3.0 GHz 1,871
10.000 Inlel Caore 2 Extreme 2 cores, 2.9 GHz 2T 355?
o R R R R R SRS Aihlon 64, EBGH: 2 amry
. .u.r-ﬂgcilhlm 2.6 GHz 17,85
Intel Xeon EE 3.2 GHz 7,108
=) Intel DESCEMYR matherboard (3,06 GHz, Pentium 4 processar with Hyper-Threading Technolagy) 5,047 5.681
o IBM Powerd, 1.3 GHz 4158
:— Iniel VB0 mothadoard, 1.0 GHz Pantium || processor 3018
L Fralessional Workstation KFH 000, BET MHz 212644 :
e JOO0 = riererrrmmrmnmmrmnnrsrmsrmns e snseeeens oW PR PR RV BRCR, 22 M08 ATAR,
q: o
-
o
-~ [+
- 22%/year
o
=
o 0 [0 T
E
| =
2
=
E IBM RSEOG0/540, 30 I'.I'IHz*
MIFS M2000, 26 MHz
MIPS MAM120, 16.7 MHz
11 1 T - 1 e
Sun-H2E0, 16.7 MHz
VAX 8700, 22 MHz
AX-11/780, EMHz 0=
7
--55% 1.5, VAX-11/785
1 i{ I I I ] ] | | I | | I I I 1

1978 1QED 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012

Take CS152 to learn how

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Break

Play:

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Five low-power design techniques
Parallelism and pipelining

Power-down idle transistors

Clock gating

Thermal management

X
X
élé Slow down non-critical paths
X
X

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Design Technique #1 (of D)

Trading Hardware for Power

via Parallelism and Pipelining ...

ﬂ CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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f And so, we can transforw this:

roughly linear Logic Block [ SRk
with Vdd

Throughput = 1

p ~ F x de Power = 1
Area = 1

2
p~1xl Pwr Den = 1

Y = Block processes stereo avdio. 1/2
vt Vdd of clocks for “left” 1/2 for “right”.

lnto this: Top block processes "left”, bottom “right”.

Vdd/2
Freq=0.5 2
vdd =05 ~ H#Hblks x F «x Vdd

Throughout=1/"p m 2« 1/2 x 1/4 = 1/4

Gate delay

Logic Block |

Power = 0.25

Logic Block L ﬁ::ra;eﬁ =0.125 CV® power only

THIS MAGIC TREICK BREOUGHT TO J0U BY COEY HALL

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Chandrakasan & Brodersen (UCB,

Architecture (nofriZ?;e d)
Simple 1
Parallel 0.36

Pipelined 0.39
Pipelined-Parallel 0.2
Architecture (norﬁl:l?ze d)
Simple 1
Parallel 3.4
Pipelined 1.3
Pipelined-Parallel 3.7
Architecture Voltage
Simple S5V
Parallel 2.9V
Pipelined 2.9V
Pipelined-Parallel 2.0

CS 150 L24: Power and Energy

A—Pp

B —pi

COMPARATOR
g

COMPARATOR

v
w

A —p

B —P

fj@»

From:

Minimizing Power Consumption in CMOS Circuits

?%CA>H_,

Area =1476/x 1219 u

COMPARATOR]
>
v
=]

1

Area =640 x 1081

Anantha P. Chandrakasan

Robert W. Brodersen legents Spring 2013 © UCB
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Multiple Cores for Low Power

Trade hardware for power,
on a large scale ...

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Cell:
The PS3 chip

o 2

COMPUTER
ENTERTAINMENT

TOSHIBA

CS 150 L24: Power and Energy
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Cell (PS3 Chip): 1 CPU + 8 “SPUs”

L2 Cache—ob
512 KB

PowerPC

8 L
Synergistic E T
Processing . /. >

Al ’

Units G .,J, -
(SPUs
TOSHIBA

Q CS 150 L24: Power and Energy Regents Spring 2013 © UCB
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One Synergistic Processing Unit (SPU)

C
S & 1
gt |
o
—_— "
! '?kl ]:.- ' " . - . ’ ...... . g -
Sranid ALY b3 V= BREt L1
% R et L "
.:': ..:1.1.\% R - “"" s .‘r < = — .' “ ’- ;
RS U B Ty y
Bl g T g | i 3 ) "g‘
,.rr%"-.;,:"?'_:(,l‘-;}—- LR R ol ox,
E SN . ! B A >

SPU issues 2 inst/cycle (in order) to 7 execution units
256 KB Local Store, 128 128-bit Registers
SPU fills Local Store using DMA to DRAM and network

CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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A “Schmoo” plot for a Cell SPU ...

The lower Vdd, the less dynamic

The lower Vdd, the longer the

energy consumption. maximuwm clock period, the
£ - 1 oy2 - 1 cvz slower the clock frequency.
0->1 z dd 1-50 2 dd
%x\«wc s0¢ | s0¢ | 510 53¢ | 54 | s5¢ | s6c | s7¢ | sac [soc [soc\[s1c | s3¢ | 61¢
13 |4 \4w sw | 6w | 6w | 7wy [ 7w |aw |ew |ow [ow | 10w 109 10w 11w
39¢ | 39¢ [40c |41 [42c 43¢ | 4ac [asc [asc [46c [ a7 [47c
Lé |awr 3w \{N 4w | 497 sw |sw |sw |sw 6w 6w 7w
"y
G 3¢ | 23¢ | 238\ 35¢ | 35¢ | 36 | 36¢ | 37¢: [ 37¢ | 38¢ | 28¢ | 3902 [39¢:
2 Ll law |aw 2w W W | 3W | 4W | 4w | 4w |aw | 4w
oD
rd
2 28¢ | 28¢ | 20¢ [ 20¢N30¢ | 30¢ | 30¢ [ 310 [ 31¢ | 310 | 32c o rviiiini il
Vo faw |ow 2w \2\{‘ w | 3w | 3w
25¢ | 26¢ | 26¢ A o A
0.9 1w | 1w | 1w AN A
%
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Clock speed alone doesn’t help E/op

But, lowering clock frequency while keeping voltage constant spreads
the same amount of work over a Ionger time, so chip stays cooler ...
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Scaling V and f does lower energy/op
7W to reliably get 44 GHz

1 W toget 2.2 GHz

performance. 26 C die tewp.

If a program that needs a 44
Ghz CPU can be recoded to use
two 2.2 Ghz CGPUs ... big win.

1.3
1.2

¥

o

A B |

-

oD

-
1
0.9

performance. 47C die tewmp.
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How iPod nano 2005 puts its 2 cores to use ...

. PP5020

portolployer digital media management system-on-chip

Dual ARM Processors
« Dual 32-bit ARMT7TDMI processors

« Up lo 80 MHz processor operalion per core with
ndependent clock-skipping feature on COP

« Efficient cross-bar implementation providing zero wait
slale access o inlernal RAM

« Integrated S6KB of SRAM

« BKB of unified cache per processor

«  Six DMA channels

Two 80 MHz CPUs.
Was used in several
nano generations,
with one CPU doing
audio decoding, the

other doing photos,
50 “ ete.
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Design Technique #2 (of 5)

Powering down idle circuits

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Add “sleep” transistors to logic ...

Example: Floating point unit logic.

Sleep Transistor

When running fixed-point
instructions, put logic “to sleep’

+++ When asleep” leakage power
is dramatically reduced.

--- Presence of sleep transistors
slows down the clock rate when
the logic block is in use.

ﬂ CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Intel example: Sleeping cache blocks

NMOS
Sleep
Transistor

Vss Without sleep transistor With sleep transistor

>3x SRAM leakage reduction on inactive blocks

A tiny current supplied in “sleep” maintains SRAM state.

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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Design Technique #3 (of 5)

Slow down “slack paths”

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Fact: Most logic on a chip is “too fast”

" Most wires have hundreds
The critical path of picoseconds to spare.

2 200

=

o

@)

=

= 150}
i

o

S 100}
o)

£

E

S 50F
o)

<

2 v
S —40-20 0 20 40 60 80 100 120 140 160 180 200 220240260 280

Timing slack (ps)

From “The circuit and physical design of the POWER4 microprocessor”, IBM J
Q Res and Dev, 46:1, Jan 2002, J.D. Warnock et al.
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Use several supply voltages on a chip ...

| | .
Slow —> Fast —> Slow Multiple Supply
Voltages

Q
(@)
g
&
>I

>
Q
Q
S
7
3
o
-

Why use multi-Vdd? We can reduce dynamic power by
using low-power Vdd for logic off the critical path.

What if we can’t do a wulti-Vdd design?
In a multi-V1 process, we can reduce leakage power
on the slow logic by using high-Vth transistors.

From: “Facing the Hot Chips Challenge Again”, Bill Holt, Intel, presented at Hot Chips 17, 2005.
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LOW POWER ARM 1136JF-S™ DESIGN

George Kuo, Anand Iyer

Cadence Design Systems, Inc.
San Jose, CA 95134, USA
Logical partition into
0.8V and 1.0V nets
done manually to meet
350 MHz spec (90nm).

Level-shifter insertion
and placement done
automatically.

Dynamic power in 0.8V
section cut 50% below
baseline.

Leakage power in 1.0V
section cut 70% below
baseline.

CS 150 L24: Power and Energy

Vdd (1.0V) domain
w/ VDDCORE3&4
00K std cells + 44 RAMs

3.300 level
shifters

b

Vdd (0.8V) domain
w/ VDDCORE1&2
200K std cells

From a chapter from new book on ASIC design by Chinnery and Keutzer (UCB).
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Design Technique #4 (of 5)

Gating clocks to save power

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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On a CPU, where does the power go?

1% 9oy,

Half of the power

28 s Clks Distt  goes to latches
wlatches  (Flip-Flops).
~ Logic
10
- . mAmys  Most of the time,
= other the latches dont
120

change state.

So (gasp) gated clocks are a big win.
But, done with CAD tools in a disciplined way.

Q From: Bose, Martonosi, Brooks: Sigmetrics-2001 Tutorial
CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Synopsis Power Compiler can do this ...

always @ (posedge CLK)
o L "Up to 70%
ooz || power savings
=N at the block
= level, for
_______________ applicable
circuits”

o=kl Synopsis Data
— |— Sheet

Powiar Compiler gated-clock implementation

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Design Technique #5 (of 5)

Thermal Management

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Keep chip cool to minimize leakage power

7
. A recipe for thermal runaway
Junction Normalized
6 Static Power
Temperature or lGINTG
- 5 (T,°C) Typical
C -
20 25 1.00 100°C
3 o) |
Al 4 50 1.46 |
Lo
_52 8 85 2.50 80°C
o N 100 3.14 |
1 '© 3 |
o E |
=z O
Z2 |
3= 2. |
|
|
14 |
|
|
|
| | | | | | | |

-40 -20 0 20 40 60 80 100 120 140

H (o]
Junction Temp °C WP285_03_021208

Figure 3: lccinTq VS- Junction Temperature with Increase Relative to 25°C

Optimizing Designs for Power Consumption through Changes to the FPGA Environment S XILINX®
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IBM Power 4: How does die heat up?

4 dies on a
multi-chip
module

2CPUs __
per die

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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115 Watts: Concentrated in “hot spots”

Hot
spots

g | \
3 :; . | | Fixed
A B : | poi nt
RS * | units

Temperature
(°C)

82.007
I 80.1173
78.2277

76.338 A
W 76338, bl | Ji Cache

B 72.5587
70.669
68.7793

66.8897

(G 668C==152F 82C==179.6
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Idea: Monitor temperature, servo clock speed

Power consumption varies greatly by workload

Q.
o
=
©
<+
:
4
)
S
S
5
o,

0% . .
Time (as we run a benchmark svite)

* Based on intemnal AMD modeling using benchmark simulations AMD:?

The future is fusion

CS 150 L24: Power and Energy TDP = Ther'mal D@Sign POinT UC Regents Spring 2013 © UCB
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Five low-power design techniques
Parallelism and pipelining

Power-down idle transistors

Clock gating

Thermal management

X
X
élé Slow down non-critical paths
X
X

Q CS 150 L24: Power and Energy UC Regents Spring 2013 © UCB
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Return engagement for ... graphics chips

Lec #27: GPUs
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